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Table 2. Optimum values of 3μ  and percent relative efficiencies of 3T  with 
respect to ny and 2T  

Note: “*” indicates 3μ̂ do not exist.  

ρxz↓ ρyz↓ ρyx→ 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
0.5 0.5 

3μ̂  

3E  

4E  

0.5365 

133.46 

130.38 

0.5410 

134.50 

128.88 

0.5505 

136.70 

127.54 

0.5663 

140.32 

126.28 

0.5907 

145.89 

125.04 

0.6294 

154.64 

123.71 

0.6983 

169.95 

122.02 

0.7 
3μ̂  

3E  

4E  

0.5367 

196.35 

191.83 

0.5367 

196.35 

188.15 

0.5434 

198.63 

185.32 

0.5580 

203.56 

183.20 

0.5834 

212.11 

181.79 

0.6273 

226.71 

181.37 

0.7163 

255.75 

183.61 

0.9 
3μ̂  

3E  

4E  

0.5572 

545.67 

533.09 

0.5381 

528.32 

506.26 

0.5381 

528.32 

492.93 

0.5572 

545.66 

491.09 

0.6065 

589.99 

505.66 

0.7550 

719.76 

575.81 

* 

- 

- 

0.7 0.5 
3μ̂  

3E  

4E  

0.5842 

133.48 

130.41 

0.5842 

133.48 

127.91 

0.5907 

134.72 

125.70 

0.6049 

137.40 

123.66 

0.6294 

141.96 

121.67 

0.6712 

149.55 

119.64 

0.7538 

163.89 

117.66 

0.7 
3μ̂  

3E  

4E  

0.6014 

201.09 

196.46 

0.5872 

197.15 

188.92 

0.5834 

196.09 

182.95 

0.5892 

197.69 

177.92 

0.6058 

202.30 

173.38 

0.6381 

211.13 

168.89 

0.7019 

227.92 

163.63 

0.9 
3μ̂  

3E  

4E  

* 

- 

- 

0.6751 

593.11 

568.34 

0.6065 

543.53 

507.12 

0.5845 

527.17 

474.45 

0.5897 

531.03 

455.13 

0.6257 

557.65 

446.12 

0.7378 

636.23 

456.78 

0.9 0.5 
3μ̂  

3E  

4E  

0.7143 

135.37 

132.25 

0.6983 

133.55 

127.97 

0.6983 

133.55 

124.60 

0.7143 

135.37 

121.83 

0.7538 

139.64 

119.68 

0.8596 

149.42 

119.54 

* 

- 

- 

0.7 
3μ̂  

3E  

4E  

* 

- 

- 

0.7730 

208.23 

199.53 

0.7163 

199.41 

186.05 

0.6974 

196.24 

176.62 

0.7019 

197.001 

68.84 

0.7325 

202.04 

161.63 

0.8217 

215.00 

154.36 

0.9 
3μ̂  

3E  

4E  

* 

- 

- 

* 

- 

- 

* 

- 

- 

* 

- 

- 

0.7378 

544.564 

66.72 

0.6967 

526.45 

421.16 

0.7226 

538.03 

386.27 
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10. General conclusions 

The estimators T1 and T3 proposed in this work are proved to be the best 
linear unbiased estimators of population mean Y  with their respective minimum 
variance. These estimators may be seen as new innovative ideas in survey 
literature as they nicely utilized the information on an auxiliary variable in order 
to improve the precision of the estimates. From the analysis of the results shown 
in Tables 1-2, the propositions of the estimators T1 and T3 are vindicated because 
it enhances the precision of estimates as well as reduces the cost of the survey. 
Therefore, the proposed estimators may be recommended to survey practitioners 
for use in real life problems. 
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ESTIMATION OF FINITE POPULATION MEAN USING 
DECILES OF AN AUXILIARY VARIABLE  

J. Subramani, G. Kumarapandiyan1 

ABSTRACT 

The present paper deals with a class of modified ratio estimators for estimation of 
population mean of the study variable when the population deciles of the 
auxiliary variable are known. The biases and the mean squared errors of the 
proposed estimators are derived and compared with that of existing modified ratio 
estimators for certain known populations. Further, we have also derived the 
conditions for which the proposed estimators perform better than the existing 
modified ratio estimators. From the numerical study it is also observed that the 
proposed modified ratio estimators perform better than the existing modified ratio 
estimators.  

Key words: mean squared error, natural populations, simple random sampling. 

1. Introduction 

Consider a finite population U = {U1, U2, … , UN} of 𝑁 distinct and identifiable 
units. Let 𝑌 be a real variable with value 𝑌𝑖 measured on Ui, i = 1,2,3, … , N giving 
a vector Y = {Y1, Y2, … , YN}. The problem is to estimate the population mean 
Y� =  1

N
∑ YiN
i=1  on the basis of a random sample selected from the population U. 

The simple random sample mean is the simplest estimator of population mean. If 
an auxiliary variable X closely related to the study variable Y is available then one 
can improve the performance of the estimator of the study variable by using the 
known values of the population parameters of the auxiliary variable. That is, when 
the population parameters of the auxiliary variable X such as Population Mean, 
Co-efficient of Variation, Co-efficient of Kurtosis, Co-efficient of Skewness, etc., 
are known, a number of estimators such as ratio, product and linear regression 
estimators and their modifications are proposed in the literature. Among these 
estimators the ratio estimator and its modifications are widely used for the 
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where  θp1 = X�

X�+D1
, θp2 = X�

X�+D2
 , θp3 = X�

X�+D3
 , θp4 = X�

X�+D4
, θp5 = X�

X�+D5
, θp6 =

X�

X�+D6
, 

θp7 =
X�

X� + D7
, θp8 =

X�
X� + D8

, θp9 =
X�

X� + D9
 and θp10 =

X�
X� + D10

 

From the expressions given in (3.1) and (3.3) we have derived the conditions 
for which the proposed estimator 𝑌��𝑝𝑗 is more efficient than the existing modified 
ratio type estimators given in Class 1, Y��i ; i = 1, 2, 3, . . . , 9 , and which are given 
below. 

MSE�Y��pj� < MSE�Y��i� if ρ < �θpj+θi�
2

Cx
Cy

 ; i = 1, 2, 3, . . . , 9, j = 1, 2, 3, . . . , 10       

 (3.4) 
From the expressions given in (3.2) and (3.3) we have derived the conditions 

for which the proposed estimator 𝑌��𝑝𝑗 is more efficient than the existing modified 
ratio estimators given in Class 2, Y��i ; i =  10, 11, 12, . . . , 21  , and which are given 
below: 

 MSE�Y��pj� < MSE�Y��i� if  θpjCx−Ri
∗Sx

Cy
< 𝜌 < Ri

∗Sx+θpjCx
Cy

 or  Ri
∗Sx+θpjCx

Cy
< 𝜌 <

θpjCx−Ri
∗Sx

Cy
             (3.5) 

i =  10, 11, 12, . . . , 21 ,   j = 1, 2, 3, . . . , 10 

where Ri
∗ = Ri

Y�
 . 

4. Empirical study 

The performances of the proposed modified ratio estimators listed in Table 
2.1. are assessed with that of existing modified ratio estimators listed in Table 1.1. 
and Table 1.2. for certain natural populations. In this connection, we have 
considered three natural populations for the assessment of the performances of the 
proposed modified ratio estimators with that of existing modified ratio estimators. 
They are: Population 1 is the closing price of the industry ACC in the National 
Stock Exchange from 2, January 2012 to 27, February 2012 [16]; Population 2 
and Population 3 are taken from Singh and Chaudhary [8] given in page 177. The 
population parameters and the constants computed from the above populations are 
given below: 
 

Parameters Population 1 Population 2 Population 3 
N     40 34 34 
n     20 20 20 
Y� 5141.5363 856.4117 856.4117 
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Parameters Population 1 Population 2 Population 3 
X� 1221.6463 208.8823 199.4412 
ρ       0.9244     0.4491     0.4453 
Sy   256.1464 733.1407 733.1407 
Cy       0.0557     0.8561     0.8561 
Sx   102.5494 150.5059 150.2150 
Cx       0.0839     0.7205     0.7531 
β2      -1.5154     0.0978     1.0445 
β1    0.3761     0.9782     1.1823 
D1 1111.8150   70.3000   60.6000 
D2 1119.4800   76.8000   83.0000 
D3 1139.2000 108.2000 102.7000 
D4 1159.8400 129.4000 111.2000 
D5 1184.2250 150.0000 142.5000 
D6 1252.5500 227.2000 210.2000 
D7 1307.1000 250.4000 264.5000 
D8 1345.7200 335.6000 304.4000 
D9 1366.7850 436.1000 373.2000 
D10 1389.3000 564.0000 634.0000 

 
The constants, the biases and the mean squared errors of the existing and 

proposed modified ratio estimators for the above populations are respectively 
given in the Tables 4.1. to 4.3. 

Table 4.1. The constants of the existing and proposed modified ratio type 
estimators  

Estimator Constants  𝛉𝐢 𝐨𝐫 𝐑𝐢 
Population 1 Population 2 Population 3 

Y��1Sisodia and Dwivedi [13] 0.9999 0.9966 0.9962 
Y��2 Singh et.al [11] 1.0012 0.9995 0.9948 
Y��3 Yan and Tian [15] 0.9997 0.9953 0.9941 
Y��4 Singh and Tailor [10] 0.9992 0.9979 0.9978 
Y��5 Upadhyaya and Singh [14] 1.0150 0.9994 0.9931 
Y��6 Upadhyaya and Singh [14] 1.0000 0.9658 0.9964 
Y��7 Yan and Tian [15] 1.0002 0.9542 0.9944 
Y��8 Yan and Tian [15] 1.0033 0.9995 0.9956 
Y��9Yan and Tian [15] 0.9963 0.9935 0.9922 
Y��10 Kadilar and Cingi [2] 4.2087 4.1000 4.2941 
Y��11 Kadilar and Cingi [2] 4.2084 4.0859 4.2779 
Y��12 Kadilar and Cingi [2] 4.2139 4.0981 4.2717 
Y��13 Kadilar and Cingi [2] 4.2089 3.9598 4.2786 
Y��14 Kadilar and Cingi [2] 4.2718 4.0973 4.2644 
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Table 4.1. The constants of the existing and proposed modified ratio type 
estimators  (cont.) 

Estimator Constants  𝛉𝐢 𝐨𝐫 𝐑𝐢 
Population 1 Population 2 Population 3 

Y��15 Yan and Tian [15] 4.2074 4.0809 4.2688 
Y��16 Yan and Tian [15] 4.2226 4.0980 4.2751 
Y��17 Kadilar and Cingi [3] 4.2055 4.0912 4.2845 
Y��18 Kadilar and Cingi [3] 4.1711 4.0878 4.2814 
Y��19 Kadilar and Cingi [3] 4.2084 4.0687 4.2579 
Y��20 Kadilar and Cingi [3] 4.2108 4.0115 4.2849 
Y��21 Kadilar and Cingi [3] 4.2143 4.0957 4.2441 
Y��p1(Proposed estimator) 0.5235 0.7482 0.7670 

Y��p2(Proposed estimator) 0.5218 0.7312 0.7061 

Y��p3(Proposed estimator) 0.5175 0.6588 0.6601 

Y��p4(Proposed estimator) 0.5130 0.6175 0.6420 
Y��p5(Proposed estimator) 0.5078 0.5820 0.5833 
Y��p6(Proposed estimator) 0.4938 0.4790 0.4869 
Y��p7(Proposed estimator) 0.4831 0.4548 0.4299 
Y��p8(Proposed estimator) 0.4758 0.3836 0.3958 

Y��p9(Proposed estimator) 0.4720 0.3239 0.3483 

Y��p10(Proposed estimator) 0.4679 0.2703 0.2393 
 
 

Table 4.2. The biases of the existing and proposed modified ratio type estimators  

Estimator Bias 𝐁(. ) 
Population 1 Population 2 Population 3 

Y��1Sisodia and Dwivedi [13] 0.3505 4.2233   4.8836   
Y��2 Singh et.al [11] 0.3522 4.2631   4.8621   
Y��3 Yan and Tian [15] 0.3502 4.2070   4.8519   
Y��4 Singh and Tailor [10] 0.3497 4.2406   4.9064   
Y��5 Upadhyaya and Singh [14] 0.3697 4.2607   4.8369   
Y��6 Upadhyaya and Singh [14] 0.3507 3.8212   4.8860   
Y��7 Yan and Tian [15] 0.3509 3.6732   4.8556   
Y��8 Yan and Tian [15] 0.3548 4.2630   4.8739   
Y��9Yan and Tian [15] 0.3460 4.1831   4.8236 
Y��10 Kadilar and Cingi [2] 0.9058 9.1539   10.0023 
Y��11 Kadilar and Cingi [2] 0.9056 9.0911   9.9272   
Y��12 Kadilar and Cingi [2] 0.9080 9.1454   9.8983   
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Table 4.2. The biases of the existing and proposed modified ratio type 
 estimators (cont.) 

Estimator Bias 𝐁(. ) 
Population 1 Population 2 Population 3 

Y��13 Kadilar and Cingi [2] 0.9058 8.5387   9.9303   
Y��14 Kadilar and Cingi [2] 0.9331 9.1420   9.8646   
Y��15 Yan and Tian [15] 0.9052 9.0688 9.8847 
Y��16 Yan and Tian [15] 0.9118 9.1452   9.9143   
Y��17 Kadilar and Cingi [3] 0.9044 9.1147   9.9578   
Y��18 Kadilar and Cingi [3] 0.8896 9.0995   9.9432   
Y��19 Kadilar and Cingi [3] 0.9056 9.0149   9.8348   
Y��20 Kadilar and Cingi [3] 0.9066 8.7630   9.9597   
Y��21 Kadilar and Cingi [3] 0.9081 9.1349 9.7711 
Y��p1(Proposed estimator) 0.0424 1.4697   2.0008   
Y��p2(Proposed estimator) 0.0430 1.3223   1.4125   
Y��p3(Proposed estimator) 0.0447 0.7548   1.0164   

Y��p4(Proposed estimator) 0.0464 0.4741    0.8726   

Y��p5(Proposed estimator) 0.0483 0.2581 0.4499 

Y��p6(Proposed estimator) 0.0533 0.2394 0.0939 
Y��p7(Proposed estimator) 0.0568 0.3281 0.3279 
Y��p8(Proposed estimator) 0.0591 0.5266 0.4367 
Y��p9(Proposed estimator) 0.0602 0.6218 0.5499 
Y��p10(Proposed estimator) 0.0614 0.6515 0.6387 
 

Table 4.3. The mean squared errors of the existing and proposed modified ratio 
type estimators  

Estimator Mean Squared Error 𝐌𝐒𝐄(. ) 
Population 1 Population 2 Population 3 

Y��1Sisodia and Dwivedi [13]   995.2787 10514.2250 10929.0458 
Y��2 Singh et.al [11] 1000.0116   10535.8620 10916.9080 
Y��3 Yan and Tian [15]   994.4171   10505.3563 10911.1914 
Y��4 Singh and Tailor [10]   992.8028   10523.6171   10941.9491   
Y��5 Upadhyaya and Singh [14] 1050.6525   10534.5417 10902.7384 
Y��6 Upadhyaya and Singh [14]   995.6899 10298.4432   10930.3879   
Y��7 Yan and Tian [15]   996.2592 10220.4736 10913.2804 
Y��8 Yan and Tian [15] 1007.5083   10535.7860 10923.6103 
Y��9Yan and Tian [15]   982.4136 10492.3779 10895.2039 
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Table 4.3. The mean squared errors of the existing and proposed modified ratio 
type estimators (cont.) 

Estimator Mean Squared Error 𝐌𝐒𝐄(. ) 
Population 1 Population 2 Population 3 

Y��10 Kadilar and Cingi [2] 4954.6195 16673.4489 17437.6451 
Y��11 Kadilar and Cingi [2] 4953.9796 16619.6435 17373.3111 
Y��12 Kadilar and Cingi [2] 4966.1946 16666.1389 17348.6192 
Y��13 Kadilar and Cingi [2] 4955.0419 16146.6142 17376.0389 
Y��14 Kadilar and Cingi [2] 5095.3661 16663.3064 17319.7468 
Y��15 Yan and Tian [15] 4951.7534 16600.5393 17336.9770 
Y��16 Yan and Tian [15] 4985.4911 16665.9758 17362.2582 
Y��17 Kadilar and Cingi [3] 4947.5796 16639.8457 17399.5196 
Y��18 Kadilar and Cingi [3] 4871.7809 16626.8702 17387.0811 
Y��19 Kadilar and Cingi [3] 4953.9273 16554.4002 17294.1864 
Y��20 Kadilar and Cingi [3] 4959.2739 16338.6465 17401.1397 
Y��21 Kadilar and Cingi [3] 4967.1427 16657.1867 17239.6579 
Y��p1(Proposed estimator)   334.8577   9194.9620   9454.2668 

Y��p2(Proposed estimator)   336.2980   9139.9570   9214.1709 

Y��p3(Proposed estimator)   340.0837   8956.7638   9074.5845 
Y��p4(Proposed estimator)   344.1636   8889.1069   9029.7423 
Y��p5(Proposed estimator)   349.1280     8852.3417   8922.5155 
Y��p6(Proposed estimator)   363.7720   8857.3224   8874.7609 
Y��p7(Proposed estimator)   376.1193   8882.6263   8921.3976 

Y��p8(Proposed estimator)   385.1501   9010.2560   8975.8044 

Y��p9(Proposed estimator)   390.1632   9178.8233   9085.0541 

Y��p10(Proposed estimator)   395.5824   9377.5847   9481.5539 
 

From the values of Table 4.2 it is observed that the biases of the proposed 
modified ratio estimators are lower than the biases of all the 21 existing modified 
ratio estimators. Similarly, from the values of Table 4.3, it is observed that the 
mean squared errors of the proposed modified ratio estimators are lower than the 
mean squared errors of all the 21 existing modified ratio estimators.  

5. Conclusion 

In this paper we have proposed a class of modified ratio type estimators using 
known values of population deciles of the auxiliary variable. The biases and mean 
squared errors of the proposed estimators are obtained and compared with that of 
existing modified ratio estimators. Further, we have derived the conditions for 
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which the proposed estimators are more efficient than the existing modified ratio 
estimators. We have also assessed the performances of the proposed estimators 
for some known populations. It is observed that the biases and mean squared 
errors of the proposed estimators are lower than the biases and mean squared 
errors of the existing modified ratio estimators for certain known populations. 
Hence, we strongly recommend that the proposed modified estimators may be 
preferred over the existing modified ratio estimators for the use of practical 
applications.  
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SAMPLE SURVEYS OF HOUSEHOLDS IN BELARUS: 
STATE AND PERSPECTIVES 

Natalia Bokun1 

ABSTRACT 

The main principles, characteristics and problems of three sample surveys of 
households (HH), conducted by the State Statistics of Belarus are considered: 
1) The Household Sample Surveys (on expenses and incomes), 2) Private 
Subsidiary Plots in rural areas (PSP) and 3) Labour Force Survey (LFS). For each 
of them the purpose, sampling plan, sample design, data collection mode, the 
methods of estimation and possible ways to improve the surveys are discussed. 

Key words: sample fraction, territorial probabilistic multistage sampling, 
weighting, non-responses, private subsidiary plots, Labour Force Survey. 

1. Introduction 

Over 70% of Belarus's population of 9.49 million resides in urban areas. 
According to the Census (2009) there were 2.5 million households in rural areas 
and 1.1 million in urban areas. There is a big income inequality. About 20% of 
the population have incomes below the minimum consumer budget which is set to 
1171.6 thousands of Belarusian rubles or 144.6$ for a single person. The biggest 
part of the household expenditures is spent on purchasing foodstuffs (37–40%). 
Expenditures on clothing, footwear, textiles, furniture, and household goods make 
up 17–18%, housing and utility are about 7–8%, and costs for education, health, 
culture, recreation and sport amount to 7–9%. Almost all rural residents have 
personal subsidiary plots. Thus, households produce about 30–35% of all 
agricultural products, about 89–90% of all potatoes, more than 80% of vegetables, 
32–33% of eggs and 13–19% of all milk. The main information source about the 
household status is the census but it is complemented by three nation-wide sample 
surveys: the Household Sample Survey, the sampling of subsidiary plots and the 
Labour Force Survey. They will be described in three separate sections below, 
which are followed by a discussion of the future development of sample surveys 
and statistics in Belarus. 

                                                           
1 Belarus State Economic University, Minsk. E-mail: nataliabokun@rambler.ru. 
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In addition, in Belarus a number of experimental surveys of health care are 
held (Institute of Statistics, 2005), the living standards of certain categories of 
workers (Institute of Statistics, 2006), consumption of alcoholic beverages 
(Institute of Statistics, 1999, Belarus National Academy of Sciences, 2009-2011) 
and public opinion polls. They are of small size and they are held irregularly. In 
2005 and 2012 Multiple Indicator Cluster Surveys were held (MICS 3 and MICS 
4). These surveys were conducted under the auspices of UNICEF. Despite the 
extensive program, the questions about illness and health are not detailed enough. 
For the information in the field of small businesses development, retail trade, 
wages in the context of professions and positions can only be obtained on the 
basis of industry enterprises sample surveys.  

The implementation process of sampling methods in practical statistics is 
extremely slow. The survey of reproductive health and marketing surveys are not 
conducted; sample surveys of enterprises cover a limited range of issues. The 
priority is given to the continuous reporting. 

2. Household Sample Survey 

Until 1995 a survey of family budgets of working people was conducted in 
Belarus. The sample size was 3.5 thousand persons. Two-stage sample design was 
used: at the first stage the enterprises were selected within branches and then 
employees were selected. This principle of selection ensured representativeness of 
data about employees’ incomes,  but due to development of market relations and 
liberalization of labor activity the statistics of family budgets has ceased to 
provide objective information about amounts and sources of income. In this 
regard a new model for Household Surveys was developed and implemented in 
the statistical practice. It was based on the international standards in sample 
design, development tools, data processing (Metodicheskie ukazania, 1997). In 
accordance with the proposed methodology Household Sample Survey (HSS) has 
been conducted since January, 1995. 

HSS is the only information basis for studying living standards. Its main 
purpose is to get information about the welfare of all population and particular 
demographic groups, detailed income and expenditure data. 

The information obtained is actively used by the government, research 
institutes and other users. The data are used for analysis and publication to assess 
living standards, development of the social policy, billing the household sector 
SNA, in the CPI and other economical and statistical calculations. 

The survey is carried out in all regions and separately in Minsk. Private 
households are sampled. The participation in the survey is voluntary.  

The household (HH) is a group of people living together and maintaining a 
joint unit. Persons not belonging to any HH and living and managing a household 
are considered as single person HHs. 
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Sampling plan. The sample size is approximately 0.2% or 6000 HHs. The 
survey covers 49 cities and 53 rural soviets. 

The sampling frame is based on the Census data. The sample design is 
multistage sampling. Territorial three-stage probability sampling is used: 

1) at the first stage sample units are cities and rural soviets (village 
councils); 

2) at the second stage sample units are local polling districts in cities and 
settlements (villages and hamlets) listed in the registers of the rural 
soviets (village councils); 

3) at the third stage sample units are households.  
At the first stage large cities are fully observed (over 72 thousands of people); 

small cities are selected through the sampling step, which is proportional to the 
population of each region. At the second and third stage systematic sampling is 
also used. The first unit is determined randomly. 

The procedure of cities and rural soviets selection is repeated once in ten 
years, selection of polling districts and HHs is carried out annually. 

Weighting procedure. The methodology of weighing and extrapolation data 
on a general population is based on assignment to each unit (HH) the 
corresponding weight (Вi): 

321
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ppp
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where 1p  - the probability of selecting a city or a rural soviet; 2p  - the 
probability of a polling district in a city, zone or rural soviet; 3p  - the probability 
of selecting a household within a polling district or zone. 

Base HH weights are corrected for uninhabited apartments and non-responses 
by using overweighting procedures. Weighted cells are constructed with the usage 
of the following characteristics: region, type of a settlement, type of housing, size 
of HH. Each cell includes at least 20 HHs. On the basis of the modified cells new 
weights are calculated: 
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