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A CLASS OF TWO PHASE SAMPLING ESTIMATORS FOR 
RATIO OF TWO POPULATION MEANS USING  

MULTI-AUXILIARY CHARACTERS IN  
THE PRESENCE OF NON-RESPONSE 

B. B. Khare1, R. R. Sinha2 

ABSTRACT 

In this paper, a class of two phase sampling estimators for estimating the ratio of 
two population means using multi-auxiliary characters with unknown population 
means has been proposed in presence of non-response. The asymptotic bias, mean 
square error and minimum mean square error of the proposed class of estimators 
have been obtained. The optimum values of the sample at the first and the second 
phases along with the sub-sampling fraction of the non-responding group have 
been determined for the fixed cost and for the specified precision. The efficiency 
of the proposed class of estimators has also been shown through the theoretical 
and empirical studies. 

Key words: two phase sampling, ratio of two means, bias, mean square error, 
auxiliary characters. 

1. Introduction 

The estimation of the ratio of two population means with known population 
mean of auxiliary character(s) has been discussed by Hartley and Ross (1954), 
Singh (1965), Tripathi (1970), Tripathi and Chaurvedi (1979) and Khare (1991). 
It has been well known that the ratio, product and regression types of estimators 
are used to increase the efficiency of the estimates when population mean of the 
auxiliary character is known in advance. But sometimes it has been observed in 
sample surveys that the population means of available auxiliary characters are not 
known in advance [sea Rao (1990)], in this condition it is customary to use two 
phase sampling for estimating the population means of the auxiliary characters. 
By introducing the two phase sampling scheme, Tripathi (1970), Singh (1982) 
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and Khare (1983, 91) have proposed the estimators for estimating the ratio of two 
population means 𝑅 = 𝑌�1 𝑌�2⁄  using an auxiliary character with unknown 
population mean. Using two auxiliary characters with unknown population 
means, the estimators for estimating 𝑅 have been proposed by Tripathi and Sinha 
(1976) and Srivasvata et al. (1988). Further Khare (1993) has proposed a class of 
estimators for 𝑅 by using multi-auxiliary characters with unknown population 
means when the information is available on all selected units in the sample for 
main and auxiliary characters. But it has been observed in practice while 
conducting a sample survey related to human that we do not collect complete 
information for all the units selected in the sample due to the problem of non-
response on study characters. Khare and Sinha (2002, 2004) have proposed 
classes of two phase sampling estimators for estimating the ratio of two 
population means using auxiliary character in presence of non-response while 
Khare and  

Sinha (2012) have suggested the general classes of estimators using multi-
auxiliary characters with subsampling the non-respondents. 

In this paper, we have proposed a class of two phase sampling estimators for 
estimating the ratio of two population means 𝑅 = 𝑌�1 𝑌�2⁄  of the study characters in 
presence of non-response using multi-auxiliary characters when their population 
means are not known. The expressions of bias, mean square error and minimum 
mean square error of the proposed class of estimators have been obtained. The 
optimum values of first phase sample, second phase sample and sub-sampling 
fraction of the non-responding group have been determined for the fixed cost and 
for the specified precision. The efficiency of the proposed class of estimators has 
also been shown through theoretical and empirical studies.  

2. The proposed class of estimators 

Consider a finite population which consists of 𝑁 identifiable units 𝑈𝑁 =
(𝑢1,𝑢2, … … … ,𝑢𝑁 ) in which (𝑦1,𝑦2) are the variables under study and 
(𝑥1,𝑥2, … … , 𝑥𝑜) are the 𝑝 auxiliary characters having population means 𝑌�𝑖  (𝑖 =
1, 2) of study characters and 𝑋�𝑗 (𝑗 = 1, 2, … … ,𝑝) of auxiliary characters 
respectively. In many practical situations when the list of the sampling units is 
available but the population means of the auxiliary characters are not known then 
we use two phase sampling scheme to estimate the unknown population means of 
the auxiliary characters. In such situations, the estimate of population mean 
𝑋�𝑗 (𝑗 = 1, 2, … … ,𝑝) is furnished by taking a large first phase sample of size 𝑛′ 
from the population of 𝑁 units using simple random sampling without 
replacement (SRSWOR) method. Let the estimate of 𝑋�𝑗 (𝑗 = 1, 2, … … ,𝑝) be the 
sample means 𝑥̅𝑗′ (𝑗 = 1, 2, … … ,𝑝) based on the information available on 𝑛′ units. 
Again a second phase sample of size 𝑛 (<  𝑛′ ) is drawn from the first phase 
selected units 𝑛′ by SRSWOR method of sampling and collect the information on 
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the study characters 𝑦𝑖 (𝑖 =  1, 2). We observe for the study characters 𝑦𝑖 (𝑖 =
 1, 2) that only 𝑛1 units are responding and 𝑛2(= 𝑛 − 𝑛1) units are not 
responding in the sample of size 𝑛. In this case, it has been assumed that the 
whole population 𝑈𝑁 is divided into two non-overlapping strata 𝑈𝑁1 and 𝑈𝑁2 of 
responding and non-responding soft-core groups; however they are not known in 
advance. The stratum weights of responding and non-responding groups are given 
by 𝑃1 = 𝑁1 𝑁⁄  and 𝑃2 = 𝑁2 𝑁⁄ , and their estimates are respectively given by 
𝑃�1 = 𝑝1 = 𝑛1 𝑛⁄  and 𝑃�2 = 𝑝2 = 𝑛2 𝑛⁄ .  Further, from the non-responding units 
𝑛2, we draw a subsample of size 𝑟 (= 𝑛2 𝑘−1, 𝑘 >  1) using SRSWOR 
technique of sampling and collect the information by the direct interview for 
𝑦𝑖 (𝑖 =  1, 2). Now using the approach of Hansen and Hurwitz (1946), the 
unbiased estimator for 𝑌�𝑖 (𝑖 = 1, 2) based on the information of (𝑛1 + 𝑟) units is 
given by  

   𝑦�𝑖∗ =  𝑝1𝑦�𝑖1 + 𝑝2𝑦�𝑖𝑛(2𝑟),  𝑖 = 1, 2        (2.1) 

where 𝑦�𝑖1 and 𝑦�𝑖𝑛(2𝑟) are the sample means of 𝑦𝑖 based on 𝑛1 and 𝑟 units 
respectively. 
The variance of the estimator 𝑦�𝑖∗ up to the terms of order (𝑛−1) is given by 

   𝑉(𝑦�𝑖∗) = 𝑉𝑖 = 𝜃 𝑆𝑦𝑖
2 + 𝜃𝑘  𝑆𝑦𝑖(2)

2 ,         (2.2) 

where 𝑆𝑦𝑖
2  and 𝑆𝑦𝑖(2)

2  denote the population mean square of 𝑦𝑖 for the entire and 

non-responding part of the population, and 𝜃 = 𝑁−𝑛
𝑁𝑛

 , 𝜃𝑘 =  𝑃2(𝑘−1)
𝑛

. 
If the ratio of two population means is 𝑅 = 𝑌�1 𝑌�2⁄  and we have incomplete 

information on the study characters (𝑦1,𝑦2), then the usual estimator for 
estimating 𝑅 may be given by 

   𝑅� =  𝑦�1
∗

𝑦�2∗
 .              (2.3) 

The bias and mean square error of 𝑅� under SRSWOR up to the terms of order 
(𝑛−1) are given by 

 𝐵�𝑅�� = 𝑅{𝜃  ∇21 +  𝜃𝑘∇21′ },           (2.4) 
 𝑀�𝑅�� = 𝑅2{𝜃 ∆12 + 𝜃𝑘∆12′ },           (2.5) 

where  ∇21= 𝑆𝑦2
2

𝑌�22
− 𝜌 𝑆𝑦1

𝑌�1
 𝑆𝑦2
𝑌�2

 , ∇21′ =
𝑆𝑦2(2)
2

𝑌�22
− 𝜌2

𝑆𝑦1(2)

𝑌�1
 
𝑆𝑦2(2)

𝑌�2
 , ∆12= 𝑆𝑦1

2

𝑌�12
+ 𝑆𝑦2

2

𝑌�22
−

2𝜌 𝑆𝑦1
𝑌�1

 𝑆𝑦2
𝑌�2

, ∆12′ =
𝑆𝑦1(2)
2

𝑌�12
+

𝑆𝑦2(2)
2

𝑌�22
− 2𝜌2

𝑆𝑦1(2)

𝑌�1
 
𝑆𝑦2(2)

𝑌�2
 , 𝜌 and 𝜌2 are the correlation 

coefficients between (𝑦1,𝑦2) for the entire and non-responding group of the 
population respectively. 

Hence, when we have incomplete information on the study characters 𝑦1,𝑦2 
but complete information on the auxiliary characters 𝑥1,𝑥2, … , 𝑥𝑜 for the sample 
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of size 𝑛 [See Rao (1986) p. 220], we propose a class of two phase sampling 
estimators for estimating the ratio of two population means 𝑅(= 𝑌�1 𝑌�2⁄ ) of study 
characters using multi-auxiliary characters in presence of non-response on study 
characters only as 

    𝑇 = 𝑓�𝑦�1∗ 𝑦�2∗⁄ , 𝑧′� = 𝑓�𝑚, 𝑧′�        (2.6) 

such that  𝑓�𝑅, 𝑒′� = 𝑅, and  𝑓1(𝑅,    𝑒′) = � 𝜕
𝜕𝑚

𝑓�𝑚, 𝑧′��
�𝑅,   𝑒′�

= 1,  (2.7) 

where 𝑧 and 𝑒 are the column vectors of �𝑧1, 𝑧2, … … , 𝑧𝑜�
′ and (1, 1, … … ,1)′ 

respectively and 𝑧𝑗 =  𝑥̅𝑗
𝑥̅𝑗
′ , (𝑗 =  1,2, … ,𝑝). Here we assume that the function 

𝑓�𝑚, 𝑧′� is continuous and bounded in (𝑝 + 1) dimensional real space 𝑆∗ 
containing the point (𝑅, 𝑒′) and the first and second order partial derivatives of 
𝑓�𝑚, 𝑧′� exist and are continuous and bounded in 𝑆∗. 

3. Bias and mean square error (MSE) 

Let the conventional estimator of 𝑅 be 𝑅�(= 𝑦�1∗ 𝑦�2∗⁄ ). Since the number of 
possible samples is finite, so the bias and mean square error of the estimator 𝑇 
may be obtained. Now, expanding the function 𝑓�𝑚, 𝑧′� about the point �𝑅, 𝑒′� 
in a second order Taylor’s series and using the condition (2.7), we have 

 
 𝑇 = 𝑅 + 𝐷 + 𝐷′𝑓2 (𝑅,   𝑒′) + 𝐷𝐷′𝑓12(𝑚∗,   𝑧∗′) + 1

2
�𝐷2𝑓11(𝑚∗,   𝑧∗′) + 𝐷′𝑓22(𝑚∗,   𝑧∗′)𝐷�,     

(3.1) 
 

where 𝐷 = (𝑚 − 𝑅), 𝐷′ = (𝑧 − 𝑒)′, 𝑚∗ = 𝑅 + ∅(𝑚 − 𝑅), 𝑧∗ = 𝑒 + ∅ (𝑧 − 𝑒) 
such that 0 < ∅,∅𝑗 < 1; 𝑗 =  1, 2, … ,𝑝 and ∅ is a 𝑝 × 𝑝 diagonal matrix having 
𝑗𝑜ℎ diagonal elements φ𝑗. 

Here, 𝑓1�𝑚, 𝑧′� and 𝑓2�𝑚,   𝑧′� denote the first partial derivatives of 𝑓�𝑚, 𝑧′� 
with respect to 𝑚 and 𝑧′ respectively. The second partial derivative of 𝑓�𝑚, 𝑧′� 
with respect to 𝑧′ is denoted by 𝑓22�𝑚,   𝑧′� and the first partial derivative of 
𝑓2�𝑚,   𝑧′� with respect to 𝑚 is denoted by 𝑓12�𝑚,   𝑧′�. 

The expressions for bias and mean square error of 𝑇 for any sampling design 
up to the terms of order 𝑛−1 [𝑂(𝑛−1)] are given by  

   𝐵(𝑇) = 𝐵�𝑅�� + 𝐸�𝐷𝐷′�𝑓12�𝑚∗, 𝑧∗′� + 1
2

 𝐸(𝐷′𝑓22(𝑚∗, 𝑧∗′)𝐷)   (3.2) 

and  𝑀(𝑇) = 𝑀�𝑅��+ 2𝐸�𝐷𝐷′�𝑓2�𝑅, 𝑒′� + 𝐸(𝑓2�𝑅, 𝑒′�)′𝐷 𝐷′𝑓2�𝑅,   𝑒′�.  (3.3) 
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The mean square error of 𝑇 is minimized for  

𝑓2�𝑅,   𝑒′� = −[𝐸�𝐷 𝐷′�]−1𝐸�𝐷𝐷�         (3.4) 

and the resulting minimum mean square error of 𝑅 up to the terms of 𝑂(𝑛−1) is 
given by  

   𝑀(𝑇)𝑚𝑖𝑛. = 𝑀�𝑅�� + 𝐸�𝐷𝐷′�[𝐸�𝐷 𝐷′�]−1𝐸�𝐷𝐷�.    (3.5) 

To find the bias and mean square error of 𝑇 under SRSWOR, we use the large 
sample approximation by assuming 

𝑦�𝑖∗ =  𝑌�𝑖(1 +∈0𝑖), 𝑥𝑗 =  𝑋𝑗(1 +∈𝑗′), 𝑥𝑗
′ =  𝑋𝑗(1 +∈𝑗′′) with 𝐸(∈0𝑖) = 𝐸�∈𝑗′� =

𝐸�∈𝑗′′� = 0 and |∈0𝑖| < 1, �∈𝑗′� < 1, �∈𝑗′′� < 1  ∀ 𝑖 = 1, 2; 𝑗 = 1, 2, … … ,𝑝. 

We also assume that the contribution of the terms involving the powers in ∈0𝑖, 
∈𝑗′ and ∈𝑗′′ of order higher than two in the bias and mean square error are assumed 
to be negligible. 

Let 𝜌𝑗𝑗′ , 𝜌𝑖𝑗∗  be the correlation coefficients between �𝑥𝑗, 𝑥𝑗′� and �𝑦𝑖 , 𝑥𝑗� 
respectively for the entire population and 𝜌𝑗𝑗′(2), 𝜌𝑖𝑗(2)

∗  be the correlation 
coefficients between �𝑥𝑗, 𝑥𝑗′� and �𝑦𝑖 , 𝑥𝑗� for the non-responding group of the 
population. 

So, the expressions of bias and mean square error of 𝑅 in SRSWOR method 
of sampling up to the terms of 𝑂(𝑛−1) are given by 

𝐵(𝑇) = 𝐵�𝑅�� + 𝑅(𝜃 − 𝜃′)𝔹′𝑓12�𝑚∗, 𝑧∗′� + (𝜃−𝜃′)
2

 𝑡𝑟𝑎𝑐𝑒 𝑀 𝑓22(𝑚∗, 𝑧∗′)       
(3.6) 

and  

𝑀(𝑇) = 𝑀�𝑅��+ (𝜃 − 𝜃′) �𝑓2�𝑅,   𝑒′��
′
𝑀 𝑓2�𝑅, 𝑒′� + 2𝑅 (𝜃 − 𝜃′) 𝔹′𝑓2(𝑚∗, 𝑧∗′), 

(3.7) 

where 𝜃′ = 𝑁−𝑛′

𝑁𝑛′
, 𝔹 = (𝔹1,𝔹2, … … ,𝔹𝑜)′is a column vector of order (𝑝 × 1) 

having the 𝑗𝑜ℎ element 𝔹𝑗 =
𝑆𝑥𝑗
𝑋𝑗
�𝜌1𝑗∗

𝑆𝑦1
𝑌1
− 𝜌2𝑗∗

𝑆𝑦2
𝑌2
�, 𝑀 = [𝑚𝑗𝑗′]𝑜×𝑜 is a (𝑝 × 𝑝) 

positive definite matrix having 𝑚𝑗𝑗′ = 𝜌𝑗𝑗′
𝑆𝑥𝑗
𝑋𝑗

 
𝑆𝑥𝑗′

𝑋𝑗′
 ;∀ 𝑗 ≠ 𝑗′ = 1, 2, … … ,𝑝 and 

𝑆𝑥𝑗
2  denotes the mean square error of 𝑥𝑗 for the entire part of the population. 

Since the objective of this paper is to suggest a generalized class of estimators 
𝑇 = 𝑓�𝑚, 𝑧′� for estimating 𝑅 and study its properties, so we may consider the 
following exponential, chain ratio and chain ratio cum regression types of 
estimators as members of 𝑇, which are as follows: 

  𝑇𝑒 = 𝑚 𝑒∑ 𝑎𝑗
𝑝
𝑗=1 𝑙𝑜𝑔𝑧𝑗 ,             (3.8) 
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𝑇𝑟 = 𝑚�𝜔1𝑧1𝑏1 𝜔1⁄ + 𝜔2𝑧2𝑏2 𝜔2⁄ +⋯… … +𝜔𝑜𝑧𝑜𝑏𝑝 𝜔𝑝⁄ �;  ∑ 𝜔𝑗
𝑜
𝑗=1 = 1      (3.9) 

and  𝑇𝑐𝑟𝑟 = ∑ �𝑚 + 𝜑𝑗�𝑧𝑗 − 1��𝑜
𝑗=1 �𝜔𝑗𝑧𝑗𝑐𝑗 𝜔𝑗⁄ �,          (3.10) 

where 𝑎𝑗, 𝑏𝑗 and 𝑐𝑗 (𝑗 = 1, 2, … ,𝑝) are the scalar constants.  

Now we state the following theorems: 
Theorem 1. Up to the terms of order 𝑂(𝑛−1) under SRSWOR, the mean square 
error of 𝑇 is minimized for  

    𝑓2�𝑅, 𝑒′� = −𝑅𝑀−1𝔹         (3.11) 
and minimum mean square error of 𝑇is given by 

   𝑀(𝑇)𝑚𝑖𝑛. = 𝑅2�(𝜃 ∆12 + 𝜃𝑘∆12′ )− (𝜃 − 𝜃′)�𝔹′𝑀−1𝔹��.   
 (3.12) 

Since the estimators 𝑇𝑒, 𝑇𝑟 and 𝑇𝑐𝑟𝑟 are the members of 𝑇, so the values of the 
constants involved in them can be obtained by the condition (3.11) and their 
minimum mean square error will be equal to 𝑀(𝑇)𝑚𝑖𝑛.. Sometimes this condition 
involves unknown parameters, so one may use the values of the parameters from 
past data or experience for obtaining the required value of the constants involved 
in (3.11). Reddy (1978) has shown that such values are stable not only over time 
but also over different regions. Srivastava and Jhajj (1983) have shown that the 
efficiency of such type of estimators does not decrease up to the terms of order 
𝑂(𝑛−1) if we replace the optimum values of the constants by their estimates 
based on the sample values. 

On comparing the proposed class of estimator 𝑇 with 𝑅� in terms of precision from 
(2.5) and (3.12), we have derived the following theorem: 

Theorem 2. Up to the terms of order 𝑂(𝑛−1), 
 𝑀(𝑇) < 𝑀�𝑅�� and 𝑀�𝑅�� −𝑀(𝑇) =  𝑅2�(𝜃 − 𝜃′)�𝔹′𝑀−1𝔹�� > 0. 

Theorem 3. Up to the terms of order 𝑂(𝑛−1), 

 𝑀(𝑇) < 𝑀�𝑅�� iff −𝑀�𝑅�� < �(𝜃 − 𝜃′) �𝑓2�𝑅,   𝑒′ ��� ��𝑓2�𝑅,   𝑒′ ��
′
𝑀 +

2𝑅𝔹′� < 0. 

If we compare the efficiency of proposed class of estimators (𝑇) with the 
class of estimators suggested by Khare and Sinha (2012), we find that the Khare 
and Sinha (2012) estimator gives equal precision to 𝑇 under the condition of 
known population mean of auxiliary characters. 

It is also to be noted here that for W2 = 0, i.e. when we have complete 
information on the study characters as well as on auxiliary characters for the 
sample of size n, then the proposed class of estimators 𝑇 is equally efficient to the 
class of estimators for 𝑅 as proposed by Khare (1993). Hence, it is clear that all 
the members of the proposed class of estimators 𝑇 will attain minimum mean 
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square error for one, two or 𝑝-auxiliary characters if the condition (3.11) is 
satisfied. 

It is very important to know whether the reduction in variance would be worth 
the extra expenditure on the additional sample required to estimate the population 
mean of the auxiliary characters used in the case of two phase sampling. Hence, a 
rational approach is found by minimizing the mean square error of 𝑇 for the fixed 
cost and obtaining the optimum values of 𝑛′, 𝑛 and 𝑘. Therefore, we determine 
the size of the first phase sample (𝑛′), second phase sample (𝑛) and the value of  
subsampling  proportion (𝑘−1) which will minimize the mean square error of the 
proposed class of estimators 𝑇 for the fixed cost 𝐶 ≤ 𝑪𝟎. 

4. Optimum sample size for the fixed cost C≤ C0 

The minimum value of the mean square error of 𝑇 depends upon the values of 
𝑛′ 𝑛 and 𝑘. Let the fixed total cost apart from overhead cost be 𝐶 ≤ 𝑪𝟎. Let 𝐶1′ and 
𝐶1are be the cost per unit of identifying and observing auxiliary characters and the 
cost per unit of mailing questionnaire/visiting the unit at the second phase 
respectively while 𝐶2 and 𝐶3 be the cost per unit of collecting/processing data for 
the study characters 𝑦1,𝑦2 obtained from 𝑛1 responding units and the cost per unit 
of obtaining and processing data for the study characters 𝑦1, 𝑦2 (after extra 
efforts) from the subsampled units. Now, the cost function under these 
assumptions is given by 

𝐶′ = 𝐶1′𝑛′+ 𝐶1𝑛 + 𝐶2𝑛1 + 𝐶3𝑟.          (4.1) 

Since 𝐶′ will vary from sample to sample, so we consider the expected cost 𝐶 
to be incurred in the survey apart from overhead expenses, which is given by 

 𝐶 = 𝐸(𝐶′) = 𝐶1′𝑛′+ 𝑛[𝐶1 + 𝐶2𝑃1 + 𝐶3𝑃2𝑘−1].     (4.2) 

Let 𝑅2Ψ0𝑟, 𝑅2Ψ1𝑟 and 𝑅2Ψ2𝑟 be the coefficients of the terms 𝑛−1, (𝑛′)−1 and 
𝑘𝑛−1  respectively in the expressions of 𝑀(𝑇), then 𝑀(𝑇) can be expressed as  

 𝑀(𝑇) = (𝑛−1)𝑅2Ψ0𝑟 + (𝑛′)−1𝑅2Ψ1𝑟 + (𝑘𝑛−1)𝑅2Ψ2𝑟 + 𝐼,    (4.3) 

where 𝐼 is the terms independent of 𝑛, 𝑛′ and 𝑘 in the expressions of 𝑀(𝑇). 
Now, let us define a function 𝜑 for minimizing the 𝑀(𝑇) for the fixed cost 

𝐶 ≤ 𝑪𝟎 and to obtain the optimum sample sizes as  

𝜑 = 𝑀(𝑇) + 𝜆𝑟{𝐶1′𝑛′+ 𝑛(𝐶1 + 𝐶2𝑃1 + 𝐶3𝑃2𝑘−1)− 𝑪𝟎},   (4.4) 

where λ𝑟 is a Lagrange’s multiplier. 
Differentiating 𝜑 with respect to 𝑛′, 𝑛 and 𝑘 and equating to zero, we have 

   𝑛′ = 𝑅�Ψ1𝑟
λ𝑟𝐶1′

 ,            (4.5) 
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   𝑛 = 𝑅� Ψ0𝑟+𝑘Ψ2𝑟
λ𝑟(𝐶1+𝐶2𝑃1+𝐶3𝑃2𝑘−1)          (4.6) 

and     𝑘𝑜𝑜𝑜. = 𝑅� 𝐶3𝑃2Ψ0𝑟
(𝐶1+𝐶2𝑃1) Ψ2𝑟

 .         (4.7) 

Now, putting the values of 𝑛′and 𝑛 from (4.5) and (4.6) and using the value of 
𝑘𝑜𝑜𝑜. from (4.7) in (4.2), we have  

 �λ𝑟 = 𝑅
𝑪𝟎
��Ψ1𝑟𝐶1′ + ��Ψ0𝑟 + 𝑘𝑜𝑜𝑜.Ψ2𝑟��𝐶1 + 𝐶2𝑃1 + 𝐶3𝑃2𝑘𝑜𝑜𝑜.

−1 ��.  (4.8) 

It has also been observed that the determinant of the matrix of the second 
order derivative of 𝜑 with respect to 𝑛′, 𝑛 and 𝑘 is positive for the optimum 
values of 𝑛′, 𝑛 and 𝑘, which shows that the solutions for 𝑛′, 𝑛  given by (4.5), 
(4.6) and the optimum value of 𝑘 under the condition 𝐶 ≤ 𝑪𝟎 minimize the 
variance of 𝑇. It is also important to note here that the subsampling fraction 𝑘𝑜𝑜𝑜.

−1  
will decrease as  �𝐶3 (𝐶1 + 𝐶2𝑃1)⁄  increases. 

Hence, for the optimum values of 𝑛′, 𝑛 and 𝑘, the minimum value of 𝑀(𝑇) is 
given by 

𝑀(𝑇)𝑚𝑖𝑛. = 𝑪𝟎λ𝑟 − 𝑅2∆12𝑁−1.         (4.9) 

5. Determination of sample sizes for the specified variance 𝑴𝟎 

Let 𝑴𝟎 be the variance of the estimator 𝑇 fixed in advance and we have  

𝑴𝟎 = (𝑛−1)𝑅2Ψ0𝑟 + (𝑛′)−1𝑅2Ψ1𝑟 + (𝑘𝑛−1)𝑅2Ψ2𝑟 + 𝑅2∆12𝑁−1. (5.1) 

For minimizing the average total cost 𝐶 for the specified variance of the 
estimator 𝑇 (i.e. 𝑀(𝑇) = 𝑴𝟎), we define a function 𝜑∗ which is given as  

𝜑∗ = 𝐶1′𝑛′+ 𝑛(𝐶1 + 𝐶2𝑃1 + 𝐶3𝑃2𝑘−1)− 𝜇(𝑀(𝑇) −𝑀0)   (5.2) 

where 𝜇 is a Lagrange’s multiplier.  
Now, for obtaining the optimum values of 𝑛′, 𝑛 and 𝑘, differentiating 𝜑∗ with 

respect to 𝑛′, 𝑛 and 𝑘 and equating to zero, we have 

    𝑛′ = 𝑅�𝜇Ψ1𝑟
𝐶1′

           (5.3) 

    𝑛 = 𝑅� 𝜇(Ψ0𝑟+𝑘Ψ2𝑟)
(𝐶1+𝐶2𝑃1+𝐶3𝑃2𝑘−1)         (5.4) 
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and       𝑘𝑜𝑜𝑜. = � 𝐶3𝑃2Ψ0𝑟
(𝐶1+𝐶2𝑃1) Ψ2𝑟

.         (5.5) 

Again by putting the values of 𝑛′ and 𝑛 from (5.3) and (5.4) and utilizing the 
optimum value of 𝑘 in (5.1), we get 

    √𝜇 =
��Ψ1𝑟𝐶1′+��Ψ0𝑟+𝑘𝑜𝑝𝑡.Ψ2𝑟��𝐶1+𝐶2𝑃1+𝐶3𝑃2𝑘𝑜𝑝𝑡.

−1 ��

[𝑴𝟎+ 𝑅2∆12𝑁−1] .     (5.6) 

The minimum expected total cost incurred in attaining the specified variance 
𝑴𝟎 by the estimator 𝑇 is then given by  

 𝐶(𝑇)𝑚𝑖𝑛. =
��𝐶1′𝑉11+��𝑉01+𝑘𝑜𝑝𝑡.𝑉21��𝐶1+𝐶2𝑊1+𝐶3

𝑊2
𝑘𝑜𝑝𝑡.

��

2

[𝑴𝟎+ 𝑅2∆12𝑁−1] .     (5.7) 

6. An empirical study 

109 Village/Town/ward population of urban area under Police-station – Baria, 
Tahasil – Champua, Orissa has been taken under consideration from District 
Census Handbook, 1981, Orissa, published by Govt. of India. The last 25% 
villages (i.e. 27 villages) have been considered as non-response group of the 
population. Here we have considered the study characters and auxiliary characters 
given as follows: 

𝑦1: Number of literate persons in the village, 
𝑦2: Number of main workers in the village, 
𝑥1: Number of non-workers in the village, 
𝑥2: Total population of the village and 
𝑥3: Number of cultivators in the village. 

The values of the parameters of the population under study are as follows: 

𝑌�1 = 145.3028 𝑌�2 =  165.2661 𝑋�1 = 259.0826 𝑋�2 = 485.9174 𝑋�3 = 100.5505 

𝑆𝑦1 = 111.3891 𝑆𝑦2 = 112.8437 𝑆𝑥1 = 198.0687 𝑆𝑥2 = 320.2197 𝑆𝑥3 = 73.5426 

𝑆𝑦1(2)
2 = 100.2444 𝑆𝑦2(2)

2 = 95.3420 𝜌11∗  = 0.905 𝜌12∗  = 0.905 𝜌13∗  = 0.648 

𝜌 =0.816 𝜌2 = 0.787 𝜌21∗  = 0.819 𝜌22∗  = 0.908 𝜌23∗  = 0.841 

 𝜌12 = 0.946 𝜌13 = 0.732 𝜌23 = 0.801  
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Let the costs at the different processing stages be 𝐶1′ = Rs. 0.15, 𝐶1 = Rs. 
5.00, 𝐶2 = Rs. 25.00 and 𝐶3 = Rs. 65.00. 

To show the efficiency of the proposed class of estimators 𝑇 for the ratio of 
two population means [i.e. 𝑅 = 𝑌�1 𝑌�2⁄ ] using the auxiliary characters 𝑥1, 𝑥2 and 
𝑥3, we have considered 𝑇𝑒 = 𝑚 𝑒∑ 𝑎𝑗

𝑝
𝑗=1 𝑙𝑜𝑔𝑧𝑗 as a member of the proposed class of 

estimators 𝑇. 
The optimum values of the constants 𝑎𝑗, mean square error and the percentage 

relative efficiency (PRE) of 𝑇𝑒 with respect to 𝑅� for fixed sample sizes 𝑛′ = 80, 
𝑛 = 20 and for the fixed cost 𝑪𝟎 = Rs. 280 are shown in Table 1. The expected 
cost of 𝑅� and 𝑇𝑒 in case of specified precision 𝑴𝟎 = 1250 × 10−5 are also given in 
Table 1. 

7. Conclusions 

From Table 1 – see Appendix 2, it has been observed that the estimator 𝑇𝑒 is 
more efficient than 𝑅� for all the different values of the sub-sampling fraction 𝑘−1 
and its efficiency increases as the value of sub-sampling fraction increases. The 
mean square error of the estimator 𝑇𝑒 decreases while the relative efficiency of the 
estimator 𝑇𝑒 with respect to 𝑅� increases with the increase in the numbers of 
auxiliary characters used. Regarding the performance of the estimator 𝑇𝑒 over 𝑅� 
in case of fixed cost, we observe that the relative efficiency of 𝑇𝑒 increases as the 
number of the auxiliary characters increases. We also observe that the values of 
𝑘𝑜𝑜𝑜. and 𝑛𝑜𝑜𝑜. decrease while the value of 𝑛𝑜𝑜𝑜.

′  increases with the increase in the 
numbers of auxiliary characters used. Further, in case of specified variance, the 
expected cost incurred by 𝑇𝑒 decreases with the increases in the numbers of 
auxiliary characters used. It has been also observed that 𝑛𝑜𝑜𝑜.

′ increases while 𝑛𝑜𝑜𝑜. 
decreases by increasing the numbers of the auxiliary characters. Hence, on the 
basis of theoretical and empirical studies, we may recommend the proposed class 
of estimators 𝑇 for the use in practice under its respective circumstances as 
discussed in the text. 
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APPENDIX 1 
 

Expand the function 𝑓�𝑚, 𝑧 ′� given in (2.6) about the point �𝑅,   𝑒′� using 
Taylor’s series up to the second order partial derivatives, we have 
       𝑇 = 𝑓�𝑅, 𝑒 ′�+ 𝐷𝑓1 (𝑅,   𝑒 ′) + 𝐷′𝑓2 (𝑅,   𝑒 ′) 

       + 1
2
�𝐷2𝑓11(𝑚∗,   𝑧∗′) + 2𝐷𝐷′𝑓12(𝑚∗,   𝑧∗′) + 𝐷′𝑓22(𝑚∗,   𝑧∗′)𝐷� 

Using condition (2.7), we get 
  𝑇 = 𝑅 + 𝐷 + 𝐷′𝑓2 (𝑅,   𝑒 ′) + 2𝐷𝐷′𝑓12(𝑚∗,   𝑧∗′) + 1

2
�𝐷2𝑓11(𝑚∗,   𝑧∗′) +

𝐷′𝑓22(𝑚∗,   𝑧∗′)𝐷� 

Now, 
    𝐵(𝑇) = 𝐸(𝑇 − 𝑅) 
                   = 𝐵�𝑅�� + 𝐸�𝐷𝐷′�𝑓12�𝑚∗, 𝑧∗′� + 1

2
 𝐸(𝐷′𝑓22(𝑚∗, 𝑧∗′)𝐷) 

    𝑀(𝑇) = 𝐸(𝑇 − 𝑅)2 
                    = 𝑀�𝑅��+ 2𝐸�𝐷𝐷′�𝑓2�𝑅, 𝑒′� + 𝐸(𝑓2�𝑅, 𝑒′�)′𝐷 𝐷′𝑓2�𝑅,   𝑒′� 

Differentiating 𝑀(𝑇) with respect to 𝑓2�𝑅, 𝑒′� and equating it to zero, we have  
       𝑓2�𝑅,   𝑒′� = − [𝐸�𝐷 𝐷′�]−1𝐸�𝐷𝐷� 

Putting this 𝑓2�𝑅,   𝑒 ′� in 𝑀(𝑇), we get 
      𝑀(𝑇)𝑚𝑖𝑛. = 𝑀�𝑅�� + 𝐸�𝐷𝐷′�[𝐸�𝐷 𝐷′�]−1𝐸�𝐷𝐷�. 
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Under simple random sampling without replacement (SRSWOR), we have 
obtained 
        𝐸�𝐷 𝐷′� = 𝐸 ��𝑧 − 𝑒��𝑧 − 𝑒�′� 

Consider 
       𝐸[(𝑧1 − 1)(𝑧2 − 1)] = 𝐸 ��𝑥1

𝑥1
′ − 1� �𝑥2

𝑥2
′ − 1�� 

                        = 𝐸 ��𝑋1(1+∈1′ )
𝑋1(1+∈1′′ )

− 1� �𝑋2(1+∈2′ )
𝑋2(1+∈2′′ )

− 1�� 

                        = 𝐸 ���1 +∈1′ ��1 +∈1′′�
−1 − 1� ��1 +∈2′ ��1 +∈2′′ �

−1 − 1�� 

Neglecting the terms involving powers in ∈𝑗′ ,∈𝑗′′; 𝑗 = 1, 2 of order higher than 
two, we have  
    𝐸[(𝑧1 − 1)(𝑧2 − 1)] = 𝐸�∈1′′∈2′′−∈1′′∈2′ −∈1′ ∈2′′+∈1′ ∈2′ � 

Since        𝐸[∈1′′∈2′′] = 𝐸[∈1′′∈2′ ] = (𝜃 − 𝜃′)𝜌12
𝑆𝑥1
𝑋1

 𝑆𝑥2
𝑋2

 
Therefore, 𝐸[(𝑧1 − 1)(𝑧2 − 1)] =  𝐸[∈1′ ∈2′ ] − 𝐸[∈1′ ∈2′′] 

            = 𝜃𝜌12
𝑆𝑥1
𝑋1

 𝑆𝑥2
𝑋2
− 𝜃′𝜌12

𝑆𝑥1
𝑋1

 𝑆𝑥2
𝑋2

 

            = (𝜃 − 𝜃′)𝜌12
𝑆𝑥1
𝑋1

 𝑆𝑥2
𝑋2

= (𝜃 − 𝜃′)𝑚12 

Similarly, we can define       𝑚𝑗𝑗′ = 𝜌𝑗𝑗′
𝑆𝑥𝑗
𝑋𝑗

 
𝑆𝑥𝑗′

𝑋𝑗′
. 

Now,        𝐸�𝐷𝐷′� = 𝐸(𝑚 − 𝑅)�𝑧 − 𝑒� 
Consider  

      𝐸(𝑚 − 𝑅)(𝑧1 − 1) = 𝐸 ��𝑦�1
∗

𝑦�2∗
− 𝑅� �𝑥1

𝑥1
′ − 1�� 

     = 𝐸 ��𝑌
�1(1+∈01)
𝑌�2(1+∈02)

− 1� �𝑋1(1+∈1′ )
𝑋1(1+∈1′′)

− 1�� 

     = 𝑅 𝐸 �{(1 +∈01)(1 +∈02)−1 − 1} ��1 +∈1′ ��1 +∈1′′�
−1
− 1�� 

Neglecting the terms involving powers in ∈01,∈02,∈1′  and ∈1′′ of order higher 
than two, we have  
𝐸(𝑚 − 𝑅)(𝑧1 − 1) = 𝑅[{𝐸(∈01∈1′ )− 𝐸(∈01∈1′′)} − {𝐸(∈02∈1′ )− 𝐸(∈02∈1′′)}] 

    = 𝑅 ��𝜃𝜌11∗
𝑆𝑦1
𝑌�1

𝑆𝑥1
𝑋�1
− 𝜃 ′𝜌11∗

𝑆𝑦1
𝑌�1

𝑆𝑥1
𝑋�1
� − �𝜃𝜌21∗

𝑆𝑦2
𝑌�2

𝑆𝑥1
𝑋�1
− 𝜃 ′𝜌21∗

𝑆𝑦2
𝑌�2

𝑆𝑥1
𝑋�1
�� 

    = 𝑅 ��𝜃 − 𝜃 ′�𝜌11∗
𝑆𝑦1
𝑌�1

𝑆𝑥1
𝑋�1
− �𝜃 − 𝜃 ′�𝜌21∗

𝑆𝑦2
𝑌�2

𝑆𝑥1
𝑋�1
� 

    = 𝑅�𝜃 − 𝜃 ′� �
𝑆𝑥1
𝑋�1
�𝜌11∗

𝑆𝑦1
𝑌�1
− 𝜌21∗

𝑆𝑦2
𝑌�2
�� 

    = 𝑅�𝜃 − 𝜃 ′�𝐵1 

Similarly, we can define    𝐵𝑗 =
𝑆𝑥𝑗
𝑋�𝑗
�𝜌1𝑗∗

𝑆𝑦1
𝑌�1
− 𝜌2𝑗∗

𝑆𝑦2
𝑌�2
� 

The expressions given in theorems can be obtained from (3.4) and (3.5). 
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APPENDIX 2 

Table 1. Mean square error (MSE) and the percentage relative efficiency (PRE) of 𝑇𝑒 with 
respect to 𝑅�  for fixed sample sizes, cost and variance 
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