FROM THE EDITOR

This issue contains seven articles on sampling and estimation methods, one article on small area estimation, three other articles on application of different statistical methods, and report on celebrating statistics devoted to 90th birthday of Professor Kazimierz Zającz from Cracow University of Economics.

There are following articles devoted to some problems of sampling and estimation methods and application of other statistical methods:

1. **A Confidence Interval for ARPR - “at- risk- of- poverty rate”** (by Ryszard Zieleński from Poland). The author starts with the European Commission Eurostat document (Doc. IPSE/65/04/EN page 11), where the "at-risk-of-poverty rate" ARPR is defined as the fraction of persons in a given population with the equivalised disposable income smaller than p=60 percent of the population median. In Zieleński (2006) the exact distribution of the natural estimator of ARPR was presented and it was proved that the natural estimator is practically unbiased though the distribution of the estimator heavily depends on the population distribution. In what follows he constructs a distribution-free confidence interval for ARPR. The interval appears to be highly conservative but it seems that the disadvantage can not be removed.

2. **Modern Approach to Optimum Stratification: Review and Perspectives** (by Marcin Kozak, Med Ram Verma from India and Andrzej Zieleński from Poland) The authors discuss a modern approach to stratification of a finite population. They present a general picture of univariate and multivariate stratification, and addressed issues such as strata geometry; an optimization function and constraints for it; dimensionality of stratification; approximate univariate stratification; the choice of an optimization method to perform stratification; initial parameters to be employed in optimization-based stratification; and other population and stratification attributes such as subdivision of a population into domains, domain-orientated approach, and a take-all stratum.

3. **Innovative Role of Imputation Method/Analysis in Clinical Trial on Remnant Ablation in Differentiated Thyroid Cancer** (by Prem Chandra, SN Dwivedi, CS Bal, Ajay Kumar, Arvind Pandey from India). This paper intended to emphasize the role of imputation analysis in the area of remnant ablation of differentiated thyroid cancer patients. In view of the fact that under the present data set the values in relation to some of the important covariates were found to be missing, multiple regression method was used to impute the missing covariate values of quantitative
variables. Whereas, discriminant function analysis was used to impute missing values related to categorical covariates. Comparative results i.e., results obtained before and after imputation analysis have been presented separately in detail. Regression models obtained after imputation analysis i.e., based on complete information revealed gained in validity and precision of the developed model. The present study has undoubtedly indicated the usefulness of imputation method in clinical trial regarding remnant ablation of differentiated thyroid cancer.

4. **Effect of non-response on current occasion in search of good rotation patterns on successive occasions** (by G. N. Singh and Kumari Priyanka from India). The present work is an attempt to study the effect of nonresponse at current occasion in search of good rotation patterns on successive occasions. Two difference type estimators have been proposed for estimating the population mean at current occasion in presence of nonresponse in two occasions successive (rotation) sampling. Detailed behavior of proposed estimators has been studied. Proposed estimators have been compared with the estimators for the same situations but in the absence of non-response.

5. **On the Bias Reduction in Linear Variety of Alternative to Ratio-Cum-Product Estimator** (by Rajesh Singh, Pankaj Chauhan and Nirmala Sawan from India). This paper proposes a method to reduce the bias appearing in the alternative to ratio-cum-product estimator for estimating finite population mean in sample surveys. The proposed technique is useful in survey sampling, when one auxiliary character has positive and high correlation with the study variable, whereas another auxiliary character has negative and high correlation with it. An empirical study is carried out to show the properties of the proposed estimator.

6. **Estimating the Proportion of People Bearing a Sensitive Issue with an Option to Item Count Lists and Randomized Response** (by Sanghamitra Pal from India). Randomized Response Techniques (RRT) pioneered by Warner (1965) and being developed quite rapidly ever since are well-known as devices for tackling sensitive issues. IRT is popular for its simplicity. So far IRT’s need two independently drawn samples for data generation. A theory is developed for the estimation of the proportion of people bearing a sensitive characteristic in a given community on selecting samples with unequal probabilities.

7. **Efficient Estimation Using Deep-Post Stratification Under Two Way R X R Set-Up** (by Manish Trivedi and D. Shukla from India). This paper presents an estimation strategy for the population mean assuming a r x r deeply stratified population using a technique deep – post - stratification. The only known information is proportion of row and column size totals of deep – stratification. An efficient estimator is proposed and its optimum properties are examined. A relative comparison of efficiencies is
incorporated. It is concluded that fifty percent of the sum of rows – size – total properties and same of column – size – total proportions and same of column – size – total proportions provides an easy choice of unknown constant. An empirical study is made over obtained results showing a highly significant gain while using technique of deep – post – stratification. Approximate expression of mean square error (MSE) is Derived for this set-up.

One article in devoted to small area estimation:

8. *Small Area Estimation for Spatially Correlated Populations — A Comparison of Direct and Indirect Model — Based Methods* (by Hukum Chandra from the U.K., Nicola Salvati from Italy and Ray Chambers from Australia). In this paper the authors investigate small area estimation (SAE) based on linear models with spatially correlated small area effects where the neighbourhood structure is described by a contiguity matrix. Such models allow efficient use of spatial auxiliary information in SAE. In particular, they use simulation studies to compare the performances of model-based direct estimation (MBDE) and empirical best linear unbiased prediction (EBLUP) under such models. These simulations are based on theoretically generated populations as well as data obtained from two real populations (the ISTAT farm structure survey in Tuscany and the US Environmental Monitoring and Assessment Program survey).

There are following three articles devoted to application of statistical methods in different fields:

9. *European Surveys in the Scope of Service Statistics* (by Malgorzata Dytman and Agnieszka Matulska –Bachura from Poland). The subject matter of the article evolves around the harmonized methodology of surveys collecting data on the different aspects of services which have been undertaken within the European Statistical System. Poland actively participates in these works. In years 2003-2006 the Central Statistical Office of Poland took part in two pilot projects initiated by Eurostat: „Demand for services” and „Business services”. In the article the following items of methodology are included: the subjective and objective scope of survey, the completion of survey, methodological processing and overall assessment of survey. In each of the mentioned items there are information on aspects of surveys conducted in countries participating in the given project as well as more detailed information related to survey realized by official statistics services

10. *Changes of Employment Structure in Poland and EU Countries* (by Anna Malina and Piotr Malina from Poland). The article presents the results of an analysis of Poland’s employment structural changes as compared with the EU countries. The conducted research on Poland’s similarity to the EU-15 countries and the countries which joined the Union in 2004, is based on specific structure similarity measures. Also,
the extent of Poland’s and the EU’s structural changes was assessed in 1980-2004. The analysis of the sector-based employment structure in Poland and the EU countries indicates the occurrence of similar trends: a decreasing share of employees in sector I (agriculture), in favour of sector III (service sector). The results of the research indicate that the major changes to Poland’s employment structure occurred at the beginning of the economic transformation process, i.e. between 1990 and 1995.

11. **Meta Analysis: What, Why and How** (by Chandra Bhushan Tripathi, Prem Chandra, Neeraj Pandey and Nilanjan Roy from India). The paper describes the steps involved for carrying out meta-analysis. Brief overview of statistical methods, rationales for using these methods as well as formulae is discussed. The authors stress that meta-analysis was proposed more than 20 years ago as an innovative technique for pooling the results of a series of clinical studies. Meta-analysis has acquired a substantial following among both statisticians and clinicians. The technique was developed as a way to summarize the results of different research studies of related problems. A meta-analysis may be applied even when the studies are small and there is substantial variation in the specific issues studied, the research methods applied, the source and nature of the study subjects, and other factors that may have an important bearing on the findings. Biologists often consider meta analysis to be a simple way to summarize the existing knowledge and examine the actual strength of risk factor. The benefits or hazards that may not be detected in small studies can be found in meta-analysis that uses data from large scale studies. In this paper, the authors describe various methodological steps i.e., need of meta analysis, details about statistical methods used for the analysis, and its uses and limitations.

The issue is concluded with the report on *CELEBRATING STATISTICS* - Conference in Honour of Professor Kazimierz ZAJĄC on the Occasion of his 90th Birthday, Cracow, Poland, 26th October 2006 (prepared by Józef Pociecha).

Jan Kordos,
The Editor
A CONFIDENCE INTERVAL FOR ARPR
- "at-risk-of-poverty rate"

Ryszard Zieliński

ABSTRACT

In the European Commission Eurostat document Doc. IPSE/65/04/EN page 11, the "at-risk-of-poverty rate" ARPR is defined as the fraction of persons in a given population with the equivalised disposable income smaller than p=60 percent of the population median. In Zieliński (2006) the exact distribution of the natural estimator of ARPR was presented and it was proved that the natural estimator is practically unbiased though the distribution of the estimator heavily depends on the population distribution. In what follows we construct a distribution-free confidence interval for ARPR. The interval appears to be highly conservative but it seems that the disadvantage can not be removed.
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1. Introduction

Let X be a positive random variable with an unknown continuous and strictly increasing on \([0, \infty)\) distribution function \(F\) with \(F(0)=0\) and \(F(x)>0\) for \(x>0\). Let \(X_1, X_2, ..., X_n\) be a random sample from \(F\) and let \(X_{(1)}, X_{(2)}, ..., X_{(n)}\) be the order statistics from the sample. Given \(q \in (0,1)\) and \(\alpha \in (0,1)\), the problem is to construct a confidence interval for the fraction of the population below \(\alpha\)-qth quantile of the distribution \(F\), i.e. for:

\[
\theta := F(\alpha F^{-1}(q)) = P\{X \leq \alpha F^{-1}(q)\}.
\]

In the original problem above \(q = 0.5\) (the median) and \(\alpha = 0.6\), so that \(ARPR = F(0.6 \cdot F^{-1}(0.5))\).
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A natural solution is to construct the standard confidence interval for the probability of success in the Bernoulli scheme with the number of successes

$$K = \# \{ j : X_j \leq \alpha \cdot F^{-1}(q) \}.$$  

(2)

A problem however is that $F$ is unknown so that $F$ is not observable. Below we present a solution which gives us a conservative confidence interval but the surplus in the confidence level seems to be nor removable.

**A construction of confidence intervals for the probability of success in Bernoulli scheme**

Let $S$ be a binomial random variable with the distribution

$$P\{S \leq k\} = \sum_{j=0}^{k} \binom{n}{j} p^j (1-p)^{n-j}, \quad k = 0,1,...,n.$$  

Making use of the well known equality

$$\sum_{j=0}^{k} \binom{n}{j} p^j (1-p)^{n-j} = B(n-k, k+1; 1-p), \quad k = 0,1,...,n,$$

where $B(\alpha, \beta; t)$ is the distribution function of a random variable distributed according to Beta distribution with parameters $(\alpha, \beta)$, at the point $t$, we extend the range of the random variable $S$ to the whole interval $[-1,n]$ setting

$$P\{S \leq x\} = B(n-x, x+1; 1-p), \quad x \in [-1,n].$$

(3)

For a fixed $\beta$, define the function $k_L(p)$, $p \in (0,1)$, by the formula

$$P\{S \leq k_L(p)\} = \beta$$

and construct its inverse $k_L^{-1}(x), x \in [-1,n]$. To this end take into account the following arguments:

$$k_L(p) = x \quad \text{iff} \quad P\{S \leq x\} = \beta$$

$$B(n-x, x+1; 1-p) = \beta$$

$$B(x+1, n-x; p) = 1 - \beta$$

$$p = B^{-1}(x+1, n-x; 1-\beta)$$

where $B^{-1}(\alpha, \beta; t)$ is the inverse function of $B(\alpha, \beta; t)$, or the quantile function of the beta distribution with parameter $(\alpha, \beta)$, at the point $t$.

It follows that

$$k_L^{-1}(x) = B^{-1}(x+1, n-x; 1-\beta).$$

Now

$$\beta = P\{S \leq k_L(p)\} = P\{k^{-1}(S) \leq p\} = P\{B^{-1}(S+1, n-S; 1-\beta) \leq p\}$$

or
It follows that
\[ P\{p \leq B^{-1}(S + 1, n - S; 1 - \beta)\} = 1 - \beta. \]

It follows that
\[ \left(0, B^{-1}(S + 1, n - S; 1 - \beta)\right) \]
is the one-sided confidence interval for \( p \) at the confidence level \( 1 - \beta \).

Similarly, using the function \( k_{\beta}(p) \) defined by the formula
\[ P\{S \geq k_{\beta}(p)\} = \beta \]
and its inverse, we obtain the one-sided confidence interval for \( p \) at the confidence level \( 1 - \beta \):
\[ \left(B^{-1}(S, n - S + 1; \beta), 1\right). \]

Combining the above results,
\[ \left(B^{-1}(S, n - S + 1; \frac{1 - \gamma}{2}), B^{-1}(S + 1, n - S; \frac{1 + \gamma}{2})\right) \]
gives us the two-sided confidence interval for \( p \) at the confidence level \( \gamma \).

2. The confidence interval for \( \theta = ARPR \)

The statistic \( K \) defined in (2) has the binomial distribution
\[ P\{K \leq k\} = \sum_{j=0}^{k} \binom{n}{j} \theta^j (1 - \theta)^{n-j}, \quad k = 0, 1, \ldots, n, \]
but due to the fact that \( F \) is unknown, it is not observable.

For a fixed small positive \( \varepsilon \), let \( (X_{\varepsilon 1: \alpha}, X_{\varepsilon 2: \alpha}) \) be a nonparametric confidence interval for \( Med(F) \) at the confidence level \( 1 - \varepsilon \):
\[ P\{X_{\varepsilon 1: \alpha} \leq Med(F) \leq X_{\varepsilon 2: \alpha}\} \geq 1 - \varepsilon. \]

Let \( C_\varepsilon \) denote the random event \( \{X_{\varepsilon 1: \alpha} \leq Med(F) \leq X_{\varepsilon 2: \alpha}\} \). Let \( K1 \) be the number of observations \( X_1, X_2, \ldots, X_n \) which are not greater than \( \alpha \cdot X_{\varepsilon 1: \alpha} \) and let \( K2 \) be the number of observations \( X_1, X_2, \ldots, X_n \) which are not greater than \( \alpha \cdot X_{\varepsilon 2: \alpha} \). On the set \( C_\varepsilon \) we have \( K1 \leq K \leq K2 \). Both \( K1 \) and \( K2 \) are observable.

For every fixed \( t \), the function \( B^{-1}(x + 1, n - x; t) \) is strictly increasing in \( x \in [-1, n] \), and for every fixed \( x \) it is strictly increasing in \( t \). It follows that on the set \( C_\varepsilon \)
\[ B^{-1}(K1, n-K1+1, \frac{1 - \varepsilon}{2}) \leq B^{-1}(K, n-K; \frac{1 - \varepsilon}{2}) \leq B^{-1}(K1, n-K1, \frac{1 + \varepsilon}{2}) \leq B^{-1}(K2, n-K2, \frac{1 + \varepsilon}{2}). \]

It follows that
\[ \left( B^{-1}(K_1, n - K_1 + 1; \frac{1 - \gamma}{2}), B^{-1}(K_2 + 1, n - K_2; \frac{1 + \gamma}{2}) \right) \]

is a confidence interval for \( \theta \) at a confidence level \( \alpha \geq \gamma - \varepsilon \). The surplus in the confidence level \( \alpha - \gamma - \varepsilon \) may be reduced if instead of the standard nonparametric confidence interval for the median \( (X_{k^1,n}, X_{k^2,n}) \) we take the best exact nonparametric confidence interval \( (X_{I,n}, X_{J,n}) \) with appropriate random indices \( I \) and \( J \), such that \( P\{X_{I,n} \leq Med(F) \leq X_{J,n}\} = 1 - \varepsilon \) (Zieliński and Zieliński 2005).

### 3. Numerical examples

The actual confidence level \( \alpha \) may be substantially higher than assumed \( \gamma - \varepsilon \). For example, if \( 1 - \varepsilon = 0.99 \) and \( \gamma = 0.9 \), then the simulated (10,000 simulation runs) probability of coverage \( \hat{\alpha} \) of the ARPR are presented in the Table below. The simulated length of the confidence interval is denoted by \( \hat{\Delta} \).

**Table.** Simulated values of probability \( \hat{\alpha} \) of covering and the length \( \hat{\Delta} \) of the confidence interval

<table>
<thead>
<tr>
<th>( F(x) )</th>
<th>( F(0.6, F^{-1}(0.5)) )</th>
<th>( n = 20 )</th>
<th>( n = 200 )</th>
<th>( n = 2000 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x^2 )</td>
<td>0.014</td>
<td>0.9972 0.171</td>
<td>0.9931 0.037</td>
<td>0.9587 0.010</td>
</tr>
<tr>
<td>( x )</td>
<td>0.3</td>
<td>0.9999 0.628</td>
<td>0.9999 0.218</td>
<td>1.0000 0.069</td>
</tr>
<tr>
<td>( x^{1/2} )</td>
<td>0.465</td>
<td>1.0000 0.805</td>
<td>1.0000 0.286</td>
<td>1.0000 0.091</td>
</tr>
</tbody>
</table>

There are at least two reasons why the actual confidence level \( \alpha \) is higher than assumed \( \gamma - \varepsilon \).

The first reason is a consequence of discreteness of the binomial distribution (see also Brown at al, 2001). For example, consider the one-sided confidence interval \( B^{-1}(K, n - K + 1; \alpha), 1 \) at the confidence level \( 1 - \alpha \) and let

\[ \pi(\theta) = P\{B^{-1}(K, n - K + 1; \alpha) < \theta\} \]

be the probability of covering the true probability of success \( \theta \). Now
\[ P\{B^{-1}(K, n-K+1; \alpha) < \theta \} = P\{\alpha < B(K, n-K+1; \theta)\} \]
\[ = P\{\alpha < \sum_{j=k}^{n} \binom{n}{j} \theta^j (1-\theta)^{n-j}\} \]
\[ = P\{K \leq \kappa(\theta, \alpha)\} \]

where

\[ \kappa(\theta, \alpha) = \max\{k : \alpha < \sum_{j=k}^{n} \binom{n}{j} \theta^j (1-\theta)^{n-j}\}. \]

For example, for \( n = 10 \) and \( \alpha = 0.1 \), \( \pi(\theta) \geq 0.9 \) for all \( \theta \in (0,1) \) (as assumed), \( \pi(0.42) = 0.929 \), \( \pi(0.2) = 0.967 \), and \( \pi(0.1) = 1 \) for \( \theta \geq 0.8 \).

The second reason is that in our problem \( K = \#\{j : X_j \leq \alpha \cdot F^{-1}(q)\} \) is not observable and what we observe are \( K_1 \) and \( K_2 \) which are known to satisfy \( K_1 \leq K \leq K_2 \) on a set of probability \( 1-\varepsilon \). To illustrate the consequences let \( \pi_{\delta}(\theta) \) be the probability of covering the true \( \theta \) if the confidence interval is constructed on the basis of the value \( K - \delta \) instead of \( K \) itself; then

\[ \pi_{\delta}(\theta) = P\{K - \delta \leq \kappa(\theta, \alpha)\}. \]

For example, for \( n = 100 \), \( \alpha = 0.1 \), and \( \theta = 0.5 \) we have \( \pi_{\delta}(\theta) = \pi(\theta) = 0.9033 \), \( \pi_1(\theta) = 0.9334 \), \( \pi_2(\theta) = 0.9557 \), \( \pi_3(\theta) = 0.9716 \), \( \pi_4(\theta) = 0.9824 \), \( \pi_5(\theta) = 0.9895 \), and \( \pi_{\delta}(\theta) = 1.0000 \) for \( \delta \geq 13 \).
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MODERN APPROACH TO OPTIMUM STRATIFICATION: REVIEW AND PERSPECTIVES

Marcin Kozak\(^1\), Med Ram Verma\(^2\), Andrzej Zieliński\(^3\)

Abstract

In the paper, we have discussed a modern approach to stratification of a finite population. We have presented a general picture of univariate and multivariate stratification, and addressed issues such as strata geometry; an optimization function and constraints for it; dimensionality of stratification; approximate univariate stratification; the choice of an optimization method to perform stratification; initial parameters to be employed in optimization-based stratification; and other population and stratification attributes such as subdivision of a population into domains, domain-orientated approach, and a take-all stratum.

Keywords: stratified sampling, sample allocation, multivariate surveys, auxiliary variable.

1. Introduction

Stratified sampling is one of the most often used sampling designs in sample surveys, for example conducted by the Central Statistical Office of Poland (Kursa and Lednicki, 2006), for several reasons. The most important one is that stratified sampling with random sampling without replacement (SI) within strata, i.e., STSI sampling, is simple to realize and provides efficient estimators of population parameters provided that the strata are well-constructed (Särndal et al., 1992, p. 100). When stratifying a population, two situations are possible. In the first one, a population is subdivided into strata prior to a study so a statistician has no
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influence on this division at the design stage of a survey. Division of a population into administrative strata is the simplest example. In the second situation, a statistician divides a population into strata so as to optimize a survey (e.g., maximize the precision of estimation); the strata are to be constructed based on certain rules. In this paper, we discuss the second situation and take no notice of the first situation, which is much simpler to handle at the design stage of a survey as well as is less interesting from a stratification point of view.

Methodology of constructing strata is called stratification. In stratification, a population under study is divided into groups called strata based on available auxiliary information. Independent samples are drawn from each stratum according to a given sampling design. In this paper, we have assumed that an SI sample is to be drawn from each stratum; this is quite an often situation in survey practice—this is also the simplest stratified sample scheme. However, what will be said about this design usually refers also to stratified sampling with other than SI sampling designs within strata, but the corresponding formulae would have to be reformulated.

To stratify a population, knowledge of values of an auxiliary variable \( X \) (or, in a multivariate case, \( X=(X_1,\ldots,X_k)^T \)) for all elements of the population is required. If correlation between the auxiliary \( (X) \) and survey \( (Y) \) variables is high and a stratification method applied is effective, the stratification would be efficient (i.e., estimation would be precise). Otherwise, stratified sampling should not be used. (In fact, poor-quality auxiliary information should not be used at the design stage of a survey at all, irrespective of a sampling design/scheme to be used.)

Stratification based on a qualitative auxiliary variable is easy to apply in practice. Nevertheless, stratification based on a quantitative auxiliary variable is not as easy and natural as stratification based on a qualitative variable: an efficient stratification method should be then used to construct the strata. In this paper, we consider construction of strata based on quantitative variable or variables.

Most surveys deal with multiple parameters for the estimation purpose. Two distinct cases can be pointed here out. In the first case, a multivariate stratification variable is used to optimize estimation of a parameter studied. In the second case, a multivariate stratification variable is used to optimize estimation of parameters of several survey variables. In fact, both these approaches do not differ from a practical point of view because in both of them stratification is to be performed in the same way. Univariate stratification methods are not efficient (and sometimes unlikely to be applied) in multivariate surveys so a multivariate stratification method should be applied.

In this paper, we present a picture of stratification from all the viewpoints mentioned. Namely, we discuss stratification as an optimization problem in which division of a population into strata is searched for so as to optimize some function of survey costs or precision of estimation, subject to given constraints. Furthermore, we discuss stratification under univariate and multivariate approaches; we also consider stratification of a population subdivided into
subpopulations (domains). In addition, we present several practical examples of stratification problems under univariate and multivariate approaches. Given the decision on which stratification method is to be applied, those approaches differ in aspects of population such as, e.g., division of a population into subpopulations (domains) or the type of an optimization function and its constraints to be taken into account.

The paper is organized as follows. In section 2, we provide basic ideas of stratification. In section 3, we discuss methods and approaches to univariate and multivariate stratification: approximate and optimization-based stratification is introduced and a general concept of multivariate stratification is presented. In sections 4, 5, 6, and 7, we present four different examples of univariate and multivariate stratification. Finally, we discuss the modern approach to stratification in section 8.

2. Stratification: basic ideas

2.1. Data modification technique

To start with, we present a data modification technique that is very useful in stratification. Kozak (2004b) proposed this technique for univariate stratification, and we will adapt it to multivariate stratification. Stratification applied for modified data is performed on a smaller dataset, which in turn results in less time consumption in computation.

Consider a population $U$ consisting of $N$ elements. A $j$th element of the population is represented by a vector $\mathbf{x}_j = (x_{j1}, \ldots, x_{jI})^T$, $j=1, \ldots, N$, of values of $I$ auxiliary variables. The modification technique is as follows. Divide the population $U$ into disjoint clusters; a particular cluster is to consist of population elements represented by the same vector $\mathbf{x}_j$. As we have $N_c$ different vectors (distinct population elements), there are $N_c$ clusters. Now change indices, by $\mathbf{x}_k$ denoting the vector corresponding to the $k$th cluster ($k=1, \ldots, N_c$). Based on these clusters, create a new frame, which, besides the vectors $\mathbf{x}_k$, includes weights $w_k$, $w_k$ being the size of the $k$th cluster. Now we can consider a population $U_c$ that comprises $N_c$ clusters, each cluster being represented by the vector $\left(\mathbf{x}_k^T, w_k\right)^T = (x_{k1}, \ldots, x_{kd}, w_k)^T$.

Consider a division of the population $U_c$ into $L$ strata $U_{ch}$, $h=1, \ldots, L$, such that

\[
U_{ch} \subseteq U_c; \quad U_{ch} \cap U_{ch'} = \emptyset, \quad h \neq h'; \quad \bigcup_{h=1}^L U_{ch} = U_c
\]  

(2.1)
Some basic characteristics of the population $U$ can now be evaluated using the following weighted formulae:

$$ N = \sum_{k=1}^{N_A} w_k, \quad N_h = \sum_{k=1}^{N_A} w_{hk}, \quad W_h = N_h / N $$

$$ S_{ih}^2 = (N_h - 1)^{-1} \sum_{k=1}^{N_A} w_{hk} \left( x_{ihk} - \bar{X}_{ih} \right)^2, \quad \bar{X}_{ih} = N_h^{-1} \sum_{k=1}^{N_A} w_{hk} x_{ihk}, \quad (i = 1, \ldots, I) $$

where $w_{hk}$ is the weight of the $k$th cluster of the $h$th stratum; $N_h$ is the number of elements of the population $U$ that belong to the $h$th stratum; $N_A$ is the number of clusters that belong to the $h$th stratum; $S_{ih}^2$ and $\bar{X}_{ih}$ are the population variance and mean of the $i$th stratification variable in the $h$th stratum, respectively; and $x_{ihk}$ is the $X_i$ value for the $k$th cluster of the $h$th stratum.

### 2.2 Stratification

Stratification aims to subdivide the population $U_e$ into $L$ mutually disjoint groups $U_{ch}$ (which fulfill the requirement given in Eq. (2.1)), called strata, in such a way so that a given objective function $f(a)$ is minimum under the two (possible) sets of constraints:

$$ g_p(a) = G_p, \quad p = 1, \ldots, P \quad (2.2) $$

$$ h_q(a) \leq H_q, \quad q = 1, \ldots, Q \quad (2.3) $$

where $a$ is the set of parameters that unequivocally defines the division (2.1), $g_p(a)$ and $h_q(a)$ are some functions of $a$, and $G_p$ and $H_q$ are given constants. Thus, we consider a set of $P$ equalities in Eq. (2.2) and a set of $Q$ inequalities in Eq. (2.3) as the constraints.

A form of the objective function $f(a)$ and the constraints (2.2) and (2.3) depends on a stratification problem considered in a survey. Explicit formulae for $f(a)$ and the constraints (2.2) and (2.3) are given in subsequent sections, in which we consider particular stratification problems.
2.3. Special population and stratification attributes

Below we discuss some special attributes of a population and stratification. These attributes have a bearing on the form of an objective function and its constraints, and in general, they give an insight into the manner how the population should be stratified.

**Dimensionality of stratification.** Depending on a problem, stratification may be univariate or multivariate. Univariate stratification is orientated towards estimation of one population parameter; it is based on a univariate auxiliary variable. Multivariate stratification may be orientated towards estimation either one or several parameters; its multivariate character results from the fact that it is performed based on a multivariate stratification variable.

**Definition of strata.** As already introduced, \( a \) is a set of parameters that defines the division of a population into strata. In the case of a univariate population, it can be, for instance, a vector of \( X \)-based strata boundaries (which take values on the interval from \( \min(X) \) to \( \max(X) \)) or a vector of index-based strata boundaries (which take values on the interval from 1 to \( N \)). Strata boundaries cut an \( N \)-vector of values of the stratification variable \( X \) into \( L \) strata. The set \( a \) can also be represented by an \( N \)-vector of stratum indicators, the stratum indicator \( I_k \) being an integer on the interval from 1 to \( L \) (\( I_k \) indicates belonging of a \( k \)-th cluster to an \( I_k \)-th stratum). The indicator-based approach is used in cluster-based stratification.

For instance, \( X \)-based strata boundaries should be understood as follows. Consider a sequence \( a_{1,1} < ... < a_{L-1,1} \). The first stratum consists of clusters that satisfy the condition \( x_k \leq a_{1,1} \), \( k = 1, ..., N_c \). The last \( (L \text{th}) \) stratum consists of clusters that satisfy the condition \( x_k > a_{L-1,1} \). Each of the remaining strata consists of clusters that satisfy the condition \( a_{h+1,1} < x_k \leq a_{k,1} \) (\( h = 2, ..., L-1 \)).

In the multivariate case, construction of strata is usually not as natural as it is in the univariate case. Several manners of strata construction have been proposed. Mulvey (1983) listed stratification by cutpoints and by cluster analysis (for the latter, see also Heeler and Day (1975) and Mulvey and Crowder (1979)). Another approach to defining strata is via so-called L-rot-180 stratification geometry (Briggs and Duoba, 2000; Lednicki and Wieczorkowski, 2003). Under this peculiar stratification geometry, in the bivariate case, strata, the elements of which are points on a plane, have a form of the capital L rotated through 180 degrees. Such stratification can be generalized to more than two dimensions (Lednicki and Wieczorkowski, 2003). Then, the set \( a \) of strata boundaries can be presented as the following matrix:
\[ \mathbf{a} = \begin{bmatrix} a_{1,1} & \cdots & a_{1,J} \\ \vdots & \ddots & \vdots \\ a_{L-1,1} & \cdots & a_{L-1,J} \end{bmatrix} \] (2.4)

Where \( a_{h,i} \) is the particular stratum boundary that satisfies the condition

\[ a_{h,i} < a_{h+1,i}, h = 1, \ldots, L - 2; i = 1, \ldots, I \]

Strata are defined by the rows of the array \( \mathbf{a} \) from Eq. (2.4). The first stratum consists of clusters that satisfy the conditions

\[ x_{ki} \leq a_{1,i}, k = 1, \ldots, N_c; \ i = 1, \ldots, I \] (2.5)

The last, \( L \)th stratum consists of clusters that satisfy the conditions

\[ x_{ki} > a_{L-1,i}, k = 1, \ldots, N_c; \ i = 1, \ldots, I \] (2.6)

Each of the remaining strata is defined as follows. A \( h \)th (\( h = 2, \ldots, L-1 \)) stratum consists of clusters that satisfy the following conditions at least for one \( i \) (\( i = 1, \ldots, I \)):

\[ a_{h-1,i} < x_{ki} \leq a_{h,i} \quad \text{and} \quad x_{ki'} \leq a_{h,i'} \quad \text{for} \ i' = 1, \ldots, I, \ i' \neq i, \] (2.7)

\[ k = 1, \ldots, N_c; \ h = 2, \ldots, L - 1 \]

An example of stratification via \( L \)-rot-180 geometry under the bivariate case with three strata constructed is presented in Figure 1.

In the case of stratification by cutpoints, strata are defined based on the same array \( \mathbf{a} \) (2.4), but the definition of strata is done in a different manner, which is presented in Figure 2. In this approach, each of \( L \) strata defined by the \( L \)-180-rot geometry based on the array \( \mathbf{a} \) is subdivided into a given number of sub-strata, viz., an \( h \)th stratum is subdivided into \((2h - 1)\) sub-strata; as a result, \( L^2 \) strata are obtained. (Note that the first stratum remains the same.)

While describing a particular multivariate stratification problem, we will not specify a type of strata definition to be applied. A general problem is to search for the optimum values of elements of a set \( \mathbf{a} \), irrespective of how the strata are defined: we let a statistician choose. A choice of strata geometry is also discussed in the last section of the paper.

**Take-all-stratum approach** Often, distribution of survey and stratification variables is positively skewed. In such a situation, population elements with the large value of a survey variable may strongly affect precision of estimation. Therefore, an efficient procedure to minimize the variation in the estimator of a parameter studied is to create a so-called “take-all” stratum; from such a stratum, all the elements are taken to a sample (Hidirogloú, 1986; Lavalée and Hidiiloglou, 1988).
Other population attributes. A population may also be peculiarly divided or specified through some other attributes. For instance, it may be subdivided into subpopulations (domains). Stratification might be done independently within the domains then; a problem (optimization function and its constraints) would have to take into account this subdivision. (Note that in this paper we assume that the domain sizes are known prior to a study and that we do not consider small area estimation problem in which domains may be very small.) Other special features, as, e.g., stratification of a multi-stage population, may also be considered.

If multivariate stratification is to be performed, optimization criterion sometimes does not follow directly from the problem studied (Holmberg, 2002). For instance, this is the case when one aims to optimize estimation of a parameter studied (e.g., the population total) of several population characters with respect to a given sample size. Then, one has to choose a multivariate optimization criterion to be used in stratification; different criteria may provide different stratification.

Optimization problem. Stratification is performed so as to optimize some survey quantity/quantities. The two most common approaches are those in which (i) a total survey cost is minimized so as to achieve a desired level of precision of parameter(s) to be estimated, and (ii) a level of precision of estimation is optimized under a total survey cost assumed. In addition, a stratification problem can be defined in various ways, depending on a population and population/stratification attributes above-mentioned. For instance, consider a population subdivided into several domains; one may aim to minimize a total survey cost so as to achieve the same optimal level of precision of estimation in the domains.

Sample allocation. In stratification, sample—that of assumed size as well as that to be minimized—has to be allocated between strata. In univariate stratification, this usually is not an issue, but in multivariate stratification, it may be because sample allocation that is optimum for one characteristic may not be optimum for other characteristic(s). In such a situation, a compromise criterion is needed to find the allocation that is optimum from the multivariate point of view; such allocation is called the “compromise allocation.” The compromise allocation is nearly never optimum for each variable from the univariate point of view. When the variables are highly correlated, the individual optimum allocations for them may differ relatively little; then, the sample allocation optimum from the multivariate point of view may be near-optimum for the characters from the univariate point of view. Many various multivariate allocation approaches have been proposed, including, for example, those by Greń (1964, 1966), Hartley (1965), Kokan and Khan (1967), Wywiał (1988), Bethel (1989), Kozak (2006a), and the like. Sample allocation applied to stratification has to be adapted to the function that is optimized in stratification, and it may be made in an approximate (e.g., Kozak, 2006b) or direct manner; the latter may require solving a numerical problem to find the optimum allocation (Kozak, 2006a).
An important issue in sample allocation is that the optimum allocations should be given in integers, not in real numbers. Analytical formulae do not take this into account so sample sizes from strata have to be rounded to integers, which may cause the results to be not optimum. This problem is omitted when sample allocation is posed as a numerical optimization problem, in which it is not a problem to look for the optimum sample sizes in the space of integer values higher than 1.

3. Stratification methods and approaches

3.1. Approximate stratification

Many approximate stratification methods/approaches have been proposed. Their specificity consists in taking no notice of the form of an optimization function and its constraints. They construct strata based on certain rules, which do not necessarily reflect aims defined by the stratification problem. Therefore, approximate methods do not optimize the stratification problem that is to be optimized—this makes strata constructed in such a manner approximate.

Since approximate stratification methods are commonly known, we will present neither their review nor detailed description; one can acquaint oneself with them in, e.g., Cochran (1977) and Särndal et al. (1992), or in many other text books on survey sampling. From among papers on approximate stratification, let us mention the classical ones: Dalenius (1950, 1952), Mahalanobis (1952), Dalenius and Hodges (1959), Ekman (1959), Sethi (1963), Schneeberger (1970), Singh (1971), or Thomsen (1976). Work on approximate stratification has not yet been finished. For instance, Hedlin (2000) attempted to improve Ekman’s procedure. Gunning and Horgan (2004) proposed an alternative approach to approximate stratification based on a geometric progression and the assumption that a stratification variable is uniformly distributed within strata. Their approach aims to equalize values of the coefficient of variation of stratification variable within strata. Horgan (2006) presented a comparison of this approach with Dalenius and Hodges (1959), Ekman (1959), and Lavalée and Hidiroglou (1988) procedures; from her study it follows that stratification based on a geometric progression is the most efficient procedure among the procedures compared. However, Kozak and Verma (2006) obtained a different result in which stratification based on a geometric progression was less efficient than Lavalée and Hidiroglou’s algorithm. The authors suggested that the stratification proposed by Gunning and Horgan (2004) might be successfully applied as a source of initial parameters in the optimization approach to stratification.

Kozak (2004c) studied three approximate stratification approaches, those of Mahalanobis (1952), Dalenius and Hodges (1959) and Ekman (1959), for their usefulness as a source of initial values in the optimization approach to optimum
stratification (see below). He detected that Mahalanobis’ procedure was the best whereas Dalenius and Hodges’ procedure was the worst among the three approaches studied.

Approximate stratification methods have some pros and cons. The most important pro is that they are usually simple to apply. Immediately the con follows: they are not optimum in the sense that the strata constructed are not optimum. The second pro is that they can be exploited to support, as initial strata boundaries, the optimization approach to stratification (Kozak, 2004c). However, the second con is that it may happen that approximate strata do not fulfill constraints of optimization problem. Without any doubt, approximate stratification approaches are useful as initial strata boundaries in stratification, but nowadays they should not be used as a means to provide the final strata (Kozak and Verma, 2006).

3.2. Optimization approach to stratification

As already mentioned, approximate stratification methods take into account neither optimization function nor its constraints. For this reason, it is likely to obtain strata that do not fulfill constraints of stratification; even if they fulfill the constraints, they would unlikely be optimum. Thus, optimization of stratification has been addressed by many authors—see, e.g., Mulvey and Crowder (1979), Mulvey (1983), Godfrey et al. (1984), Lavalleé and Hidiroglou (1988), Sweet and Sigman (1995), Niemiro (1999), Dorfman and Valiant (2000), Rivest (2002), Lednicki and Wieczorkowski (2003), or Kozak (2004b).

We call all these approaches the “optimization approaches to stratification” because they treat stratification as an optimization problem. Some of them do it more formally, by defining a problem (optimization function and its constraints), whereas others may ignore, for instance, some or even all constraints. It has, however, been proved that, in general, the optimization approach is much more efficient than the approximate approach. In fact, some optimization approaches to stratification are approximate because, for instance, they apply clustering procedures, and in such a way do not take into account an optimization function that is considered in a particular optimization problem (see Discussion section).

Kozak and Verma (2006) has recently proved that the optimization approach is more efficient than the approximate stratification, and disputed applying approximate stratification procedures in order to obtain final stratification points. In their opinion, state-of-the-art methodologies, that is, optimization approaches, should be applied to do it. In this paper, we do not refer to any particular optimization approach—we just claim that the optimization approach should be used to stratify a population. It is enough then to provide an optimization function to be minimized and sets of equality and inequality constraints for the function. Therefore, all optimization problems will be formulated as follows: find a set \( \mathbf{a} \) (set of parameters defining strata) that minimizes an objective function \( f(\mathbf{a}) \).
subject to specified equality \( g_p(a), p = 1, \ldots, P \), and inequality \( h_q(a), q = 1, \ldots, Q \), constraints. Which method will be used to perform stratification is the decision of a survey statistician designing a survey.

3.3. General note on multivariate stratification

In this subsection, we present a brief review of various methods of approaches to multivariate stratification. Ghosh (1963) extended Dalenius’s (1952) theory for univariate stratification to more than one variate, and developed the theory of optimum stratification with two characters under the proportional allocation. In a multi-character situation, strata have to be defined based on the joint variations in the characters under study. A problem of optimum stratification with multi-characters is thus a problem of determination of the optimum shapes (geometry) and sizes of strata. In this light, Samanta (1965) considered optimum stratification for more than one variate in the case of the proportional allocation by minimizing the generalized variance of estimators under the assumption that stratification variables are identical to survey variables. Sadasivan and Aggarwal (1978) considered bivariate stratification under the Neyman-optimum sample allocation. They extended the exact equations given by Dalenius (1950) to the bivariate case by taking study variables as the basis for stratification. They presented a set of equations giving the optimum, in the sense of minimizing the generalized variance, strata boundaries in two cases: (i) when \( \rho \), the correlation coefficient between the variables, is constant within strata; and (ii) when \( \rho \) varies from stratum to stratum. Working along the same lines as Ekman (1959), they also developed approximate solutions to find stratification points under the assumption that there were numerous strata so the higher powers of stratum width could be omitted.

Gupta and Seth (1979) considered a problem of optimum stratification of a multivariate population based on one auxiliary character \( X \) under the proportional allocation. They showed that if the regression of each of \( Y_i \) (\( i = 1, 2, \ldots, p \)) on an auxiliary variable \( X \) was of the same form, stratification points evaluated based on \( X \) values yielded estimates that had the smallest concentration ellipsoid among all the possible stratification points based on \( X \). (Note that this type of stratification may be seen as the univariate stratification, since determining of strata boundaries is to be done based on one auxiliary variable.)

Schneeberger and Pollot (1985) considered the problem of optimum stratification of two variates under the proportional and optimum allocation in the case of bivariate normal distribution; they took into account two stratification attributes, viz., a correlation coefficient \( \rho \) between the characters and a sampling fraction. Rizvi et al. (2000) developed the theory of optimum bivariate stratification under the proportional allocation. Rizvi et al. (2002) considered the problem of optimum bivariate stratification for two characters under the compromise allocation, and proposed a cumulative cube root rule for
determination of the optimum points of stratification. Verma et al. (2003) investigated the compromise allocation for determination of optimum strata boundaries for two sensitive variables.

Golder and Yeomans (1973), Heeler and Day (1975), and Yeomans and Golder (1975) investigated the use of cluster analysis in stratification. Following their concepts, Mulvey (1983) proposed to pose stratification as an optimization problem under the clustering approach; he achieved more efficient stratification than the former authors had. Nevertheless, note that Mulvey (1983) formulated the optimization function to be minimized as the sum of the multivariate within-strata variances. In addition, the constraints for the function he used did not insure that the constraints (2.2) and (2.3), considered in a particular optimization problem, would be fulfilled. Therefore, one cannot claim that such an approach is optimum in the sense of optimizing the problem posed as minimizing $f(a)$ subject to the constraints (2.2) and (2.3).

Recently, Briggs and Duoba (2000) presented a new approach to stratification of a bivariate population. In their approach, strata are constructed based on the L-rot-180 geometry discussed earlier. Lednicki and Wieczorkowski (2003) studied this approach and generalized the procedure to more than two dimensions. Such an approach may be treated as an optimization approach to multivariate stratification, since it aims to minimize $f(a)$ subject to the constraints (2.2) and (2.3). Later, the L-rot-180 geometry was applied by Kozak (2004a), who presented stratification under the compromise allocation in a problem of stratifying a multivariate population orientated towards minimizing the maximum coefficient of variation of estimators studied.

4. Stratification optimizing precision of a studied estimator with respect to fixed sample size

In this and the following sections, we use the information provided in earlier sections to present particular stratification problems. Each problem is specified in terms of the population and stratification attributes mentioned above, such as dimensionality, subdivision of the population, other population/stratification attributes, and finally, optimization function and constraints. As already mentioned, we will not set an optimization method and strata shape (in multivariate optimization) to be used—we let a statistician decide. Instead, we discuss this issue in order to help the statistician make the decision.

For the sake of simplicity, in the formulae in this and the following sections, we omit the index $c$ regarding the population $U_c$ even though we assume that stratification is to be done on a population being subjected to the modification technique given earlier.

In this section, we consider a classical stratification problem in which one aims to optimize precision (i.e., minimize the variance or coefficient of variation
of an estimator; in univariate studies these both approaches are equivalent) of the estimator of a population parameter for a study variable, with respect to a given sample size. Stratification is to be performed based on a univariate stratification (auxiliary) variable. Suppose that a parameter of interest is the population mean of a variable under study. (Note that optimum stratification for the population mean is also optimum for the population total.) We aim to construct \( L \) strata. Given sample size \( n \), the problem can be posed as a nonlinear programming problem (Särndal et al, 1992). Under the Neyman-optimum sample allocation between strata, the objective function to be minimized is usually formulated as

\[
f(a) = \frac{1}{n} \left( \sum_{h=1}^{L} N_h S_h^2 \right)^2 - \sum_{h=1}^{L} N_h S_h^2 \quad (4.1)
\]

where \( a \) is a set of parameters defining the subdivision of the population into strata, \( N_h \) is the size of the \( h \)th stratum, and \( S_h^2 \) is the population variance of the stratification variable restricted to the \( h \)th stratum.

In Eq. (4.1), the formula for the variance of the mean estimator under STSI sampling and under the Neyman-optimum sample allocation is presented. Särndal et al. (1992) proposed to ignore the component \( \sum_{h=1}^{L} N_h S_h^2 \) on the right hand side of Eq. (4.1), and to minimize the following simplified objective function:

\[
f(a) = \sum_{h=1}^{L} N_h S_h \quad (4.2)
\]

Niemiro (1999) formulated the problem in the same way. Nevertheless, we do not see the need of ignoring the component \( \sum_{h=1}^{L} N_h S_h^2 \) in the optimization because it does not facilitate calculations in numerical optimization.

The formulation of the objective function made in Eq. (4.1) takes into account the Neyman-optimum sample allocation. A drawback of this approach is ignoring a set of restrictions related to sample sizes from strata, i.e.,

\[
2I \leq n \leq N, \quad (4.3)
\]

where \( n=(n_1,\ldots,n_L)^T \), \( N=(N_1,\ldots,N_L)^T \), and \( I \) is the \( L \)-vector of ones; it also operates on real values (we mentioned this problem before). Ignoring this set of \( 2L \) inequality restrictions can cause sample size from some stratum/strata be (i) lower than 2, or (ii) larger than the corresponding stratum/strata size. These both situations make the allocation unacceptable; they are, however, quite common in survey practice, especially when a population under study is small or variation in a stratification variable is large. If the constraints (4.3) are not fulfilled, the sample allocation has to be changed. Note that the objective function (4.1) is not appropriate then because it assumes that the Neyman-optimum allocation is applied.
Therefore, let us consider an optimization problem in the appropriate form, in which the above-mentioned problems are not encountered. Our aim is to find the set \( a \) that minimizes the following objective function:

\[
f(a) = \sum_{h=1}^{L} W_h^2 S_h^2 \left( \frac{1}{n_h} - \frac{1}{N_h} \right)
\]  

(4.4)

where \( W_h = N_h / N \). In (4.4),

\[
n_h = n W_h S_h \left( \sum_{h=1}^{L} W_h S_h \right)^{-1}
\]

is the Neyman-optimum sample size from the \( h \)th stratum, \( n \) being the assumed sample size. The constraints for the function (4.4) are

\[
N_h \geq 2 \; ; \; h=1,...,L \tag{4.5}
\]

\[
2 \leq n_h \leq N_h \; ; \; h=1,...,L \tag{4.6}
\]

\[
\sum_{h=1}^{L} n_h = n \tag{4.7}
\]

If any of the constraints (4.6) is not fulfilled (after rounding \( n_h \) to integers), the optimum components of the vector \( n=(n_1,...,n_L) \) are given by the solution of the following optimization problem:

Given \( a \), minimize \( f(n) = \sum_{h=1}^{L} W_h^2 S_h^2 \left( \frac{1}{n_h} - \frac{1}{N_h} \right) \) subject to the constraints (4.6) and (4.7).  

(4.9)

In Eq. (4.8), \( n \) is the \( n \)-vector of integers satisfying the conditions given in Eqs (4.5)-(4.7). This comment applies also to all the allocation problems given hereafter.

Thus, it may happen that in one step of a stratification algorithm one will have to include another numerical sub-problem, that from Eqs (4.8)-(4.9).

**Take-all-stratum approach**

When one wants to construct a take-all stratum, the objective function (4.4) has to be changed to

\[
f(a) = \sum_{h=1}^{L-1} W_h^2 S_h^2 \left( \frac{1}{n_h} - \frac{1}{N_h} \right)
\]  

(4.10)

The constraints (4.5), (4.6), and (4.7) are to be redefined as follows:

\[
N_h \geq 2 \; \text{and} \; N_L \geq 1, \; h = 1, ..., L-1
\]  

(4.11)
where $N_L$ is the size of the take-all stratum (the $L$th stratum).

Provided that the constraints (4.12) are fulfilled, the elements of the vector $n$ are given by

$$n_h = (n - N_L)W_h S_h \left( \sum_{h=1}^{L-1} W_h S_h \right)^{-1}, \quad h = 1, \ldots, L-1; \quad n_L = N_L$$

Otherwise, the following problem has to be solved numerically:

$$\min \left( \sum_{h=1}^{L-1} W_h^2 S_h^2 \left( \frac{1}{n_h} - \frac{1}{N_h} \right) \right)$$

subject to the constraints (4.12) and (4.13). (4.15)

The restriction $N_L \geq 1$ from (4.11) is not required from a theoretical point of view, but it guarantees that the take-all stratum will not be empty. (Sometimes one may require that $N_L \geq A$, $A$ being some integer greater than 1; a statistician is to decide about this value.)

In both optimization problems discussed in this section, one equality constraint and $3L$ inequality constraints are taken into account. Hence, a complexity of the problem increases with increasing $L$. Furthermore, in a particular step of the algorithm it may happen that one or more of the constraints related to sample sizes from the strata (i.e., (4.6) and/or (4.12)) are not fulfilled. Then, the optimum sample sizes would have to be obtained using a numerical method by solving a particular allocation problem provided earlier in this section; it would certainly result in more time consumption of execution of the algorithm.

In next sections, we provide formulae only for the case in which a take-all stratum is constructed, since the formulae for the without-take-all-stratum case are simpler and may be explicitly given based on the take-all-stratum formulae.

5. Stratification in domains minimizing overall sample size

Based on the paper by Rivest (2002), Lednicki andWieczorkowski (2003) introduced a problem in which domains (subpopulations) of a population under study are stratified with the aim of minimizing an overall sample size (i.e., the sample size from the whole population) under restrictions on a level of precision of estimation in the domains. This problem can be presented as follows. We aim to find a set of subsets $a_j$ ($a_j$ defining the strata in the domain $U_j, j=1,\ldots,J$) of a population $U$ that minimizes the overall sample size subject to given values $c_j$ of the coefficient of variation of a studied estimator in the domains.
Assuming that $L_j$ denotes a number of strata to be constructed in the $j$th domain, the two-stage division of a population $U$ means that

$$U = \bigcup_{j=1}^{J} U_j = \bigcup_{j=1}^{J} \bigcup_{h=1}^{L_j} U_{j,h}, \text{ and}$$

$$U_{j,h} \subset U_j \subset U, \quad U_j \cap U_{j'} = \emptyset, \quad U_{j,h} \cap U_{j,h'} = \emptyset$$

$$h, h' (h \neq h') = 1, \ldots, L_j, \quad j, j'(j \neq j') = 1, \ldots, J$$

Let us define the optimization problem as follows: find sets $(a_1, \ldots, a_J)$ in the domains, $a_j$ being related to the $j$th domain, that minimize the following objective function

$$f(a_1, \ldots, a_J) = \sum_{j=1}^{J} f(a_j)$$

$$f(a_j) = N_{jL_j} + \left( \sum_{h=1}^{L_j-1} W_{jh} S_{jh} \right)^2 \left( \frac{\bar{X}_j^2 c_j^2 + N_j^{-1} \sum_{h=1}^{L_j-1} W_{jh} S_{jh}^2}{L_j} \right)^{-1}$$

where $f(a_1, \ldots, a_J)$ is the objective function; given $a_j$, $f(a_j)$ is the sample size required for the $j$th domain to obtain a level of precision of estimation equal to $c_j$; $S_{jh}^2$ is the population variance of the variable $X_{jh}$, $X_{jh}$ being the variable $X$ restricted to the $h$th stratum of the $j$th subpopulation; $\bar{X}_j$ is the population mean of $X_j$, $X_j$ being the variable $X$ restricted to the $j$th population; $N_j$ is the size of the $j$th population; $N_{jL_j}$ is the size of the take-all ($L_j$-th) stratum from the $j$th domain; and $W_{jh} = N_{jh}/N_j$.

The constraints for the functions (5.3) are

$$N_{jh} \geq 2, \quad j = 1, \ldots, J, \quad h = 1, \ldots, L_j - 1; \quad N_{jL_j} \geq 1$$

$$2 \leq n_{jh} \leq N_{jh}, \quad j = 1, \ldots, J, \quad h = 1, \ldots, L_j - 1$$

In evaluation of $f(a_j)$ in Eq. (5.3), the Neyman-optimum formula is assumed. To check the constraints (5.5) for given $j$, the sample sizes $n_{jh}$ ($h = 1, \ldots, L_j - 1$) should be obtained via the Neyman-optimum allocation formula:
If any of the constraints from (5.5) is not fulfilled for a \(j\)th domain, the function (5.3) for this domain takes the form

\[
\sum_{h=1}^{L_j-1} \frac{S_{jh}W_{jh}}{\sum_{k=1}^{L_{j-1}} S_{jh}W_{jh}} \cdot h = 1, \ldots, L_j - 1 \quad n_{L_j} = N_{L_j}
\]

where integer sample sizes \(n_{jh}\) are determined by solving the following numerical problem:

Minimize \(\sum_{h=1}^{L_j-1} n_{jh}\)

subject to constraints (5.4), (5.5), and

\[
\sum_{h=1}^{L_j-1} \frac{S_{jh}^2}{W_{jh}^2} \left( \frac{1}{n_{jh}} - \frac{1}{N_{jh}} \right) = \frac{1}{n_{jh}} \sum_{h=1}^{L_j-1} S_{jh}^2 W_{jh}^2
\]

The optimization problem (5.2), (5.4), and (5.5) may be treated as the sum of \(J\) sub-problems, each being the stratification problem in a particular domain. The final value of the objective function (5.2) is the sum of \(J\) values under the optimum solution in the sub-problems.

If one does not want to create the take-all strata in the domains, the formulae slightly change: summing is to be done from 1 to \(L_j\), and the terms connected with \(j\)LN are omitted in all the formulae.

6. Multivariate stratification in domains minimizing overall sample size from population under domain-orientated approach

In this section, we consider stratification that is a multivariate generalization of the stratification discussed in the previous section. Consider the division (5.1) of a population under study \(U\). Our objective is to find the set of strata boundaries within the domains that minimizes an overall sample size (i.e., the sum of sample sizes from the domains) with respect to assumed values \(c_{ij}\) of the coefficient of variation (CV) of the \(i\)th estimator in the \(j\)th domain. (Note that we can fix different levels of precision of estimation for different characters and domains.) In a \(j\)th domain, \(L_j\) strata are to be constructed. Let us consider \(I\) variables under study and assume that the population mean is the parameter of interest.

Let us formulate the optimization problem: Find the set of subsets \(a_j, j=1, \ldots, J\), \((a_j\) being a set of parameters defining the subdivision of the \(j\)th domain) that minimizes a sample size from the whole population with respect to fixed values \(c_{ij}\) of the coefficient of variation of estimators of the population mean of the variables in the domains. Therefore, the objective function may be written as
\[ f(a_1, \ldots, a_J) = \sum_{j=1}^{J} f(a_j) \]  

(6.1)

where \( f(a_1, \ldots, a_J) \) is the objective function and, given \( a_j \), \( f(a_j) \) is the minimum sample size from the \( j \)th domain that is required to obtain the given \( (c_j) \) level of precision of estimation of the \( i \)th parameter in the \( j \)th domain. A procedure for evaluation of \( f(a_j) \) in the \( j \)th domain under the take-all-stratum approach is as follows. Given a set of strata boundaries \( a_j \), evaluate sample sizes for the variables \( Y_{ij}, i = 1, \ldots, k \), via the formula

\[
f_i(a_j) = N_{jL_j} + \left( \sum_{h=1}^{L_j-1} W_{jh} S_{ijh} \right) \left( \bar{X}_{ij}^2 c_{ij}^2 + N_j^{-1} \sum_{h=1}^{L_j-1} W_{jh} S_{ijh}^2 \right)^{-1}
\]

(6.2)

\[ i = 1, \ldots, I, j = 1, \ldots, J \]

where \( f_i(a_j) \) is the minimal sample size for the \( i \)th variable from the \( j \)th domain that is required to obtain the value \( c_{ij} \) of the coefficient of variation of the estimator of the population mean of \( Y_i \); \( S_{ijh}^2 \) is the variance of the variable \( X_{ijh} \), \( X_{ijh} \) being the variable \( X_i \) restricted to the \( h \)th stratum of the \( j \)th domain; and \( \bar{X}_{ij} \) is the population mean of \( X_{ij} \). Next, based on the \( f_i(a_j) \) values, evaluate (Lednicki and Wieczorkowski, 2003)

\[
f(a_j) = N_{jL_j} + \sum_{h=1}^{L_j-1} n_{jh}
\]

(6.3)

\[ n_{jh} = \max_{i=1,\ldots,J} \left\{ n_{ij} - N_{jL_j} a_{ijh} \right\}, \quad n_{j} = \max_{i=1,\ldots,J} \left\{ f_i(a_j) \right\} \]

\[ a_{ijh} = W_{jh} S_{ijh} \left( \sum_{h=1}^{L_j-1} W_{jh} S_{ijh} \right)^{-1} \]

Again, the function (6.3) assumes the Neyman-optimum sample allocation between strata. The constraints for the function (6.2) are

\[ N_{jh} \geq 2, \quad j = 1, \ldots, J, h = 1, \ldots, L_j - 1, \text{ and } N_{jL_j} \geq 1 \]

(6.4)

\[ 2 \leq n_{jh} \leq N_{jh}, \quad j = 1, \ldots, J, h = 1, \ldots, L_j - 1 \]

(6.5)
If any of the constraints (6.5) is not fulfilled for some \( j, n_{jh} \) from Eq. (6.3) should be determined by solving the following numerical problem (all \( n \)'s are to be integers):

Given \( a_j \), minimize \( f(n_1, \ldots, n_{L_j-1}) = \sum_{h=1}^{L_j-1} n_{jh} \)

subject to constraints (6.4), (6.5), and

\[
-\sum_{j=1}^{L_j-1} n_{jh} = \left( N_{jh} \right) \left( \frac{1}{n_{jh}} - \frac{1}{N_{jh}} \right) \left( \frac{1}{n_{jh}} - \frac{1}{N_{jh}} \right)
\]

(6.6)

We have considered inequality in Eq. (6.6) because quite often it is impossible to achieve the exact assumed values of the coefficient of variation for many estimators; then, it is enough to set the upper bounds of their values, as we did in Eq. (6.6).

7. Domain-orientated multivariate stratification with respect to fixed sample sizes in domains

Consider the same population and multivariate stratification variable as in previous section. This time our objective is to design a survey under a fixed survey cost for each domain, so we have at our disposal a vector \( n = (n_1, \ldots, n_j) \) of known sample sizes from the domains; such a situation is quite often encountered in survey practice. We aim to stratify the domains so that the maximum value of the coefficient of variation of considered estimators in the domains is minimal; such an approach aims to achieve as equal levels of precision of estimators in a particular domain as possible. The greatest “attention” is then paid to the estimators that have the worst precision; those estimators that are precise, for instance because of small variation in the corresponding variables, have less influence on stratification. Let us assume that a take-all stratum in each domain is to be constructed; as previously, formulae for the non-take-all-stratum approach easily follow from the formulae for the take-all-stratum approach so they are not given.

We could present, as a matter of fact, this stratification problem for a population that is not subdivided into domains. This is because stratification is to be performed independently in each domain, and results for one domain are not related to results for other domains. Therefore, the problem is not formulated as one general optimization function (as it was done previously), but as a set of \( J \) functions, each function being related to a particular domain. Nevertheless, because quite often populations are subdivided into domains, we have decided to retain the notation connected with domains of a population.

The problem for a \( j \)th domain is formulated as follows. Find a set \( a_j \) of parameters defining strata that minimizes the objective function
where \( w_{ji} \) is the importance weight of the \( i \)th variable in the \( j \)th domain. Note that in the preceding stratification problems we did not have to include importance weights. Here it is important because sometimes one deals with some key variables, which are more important than other variables, and thus the precision of the estimators related to them is more important than that of other estimators. Conventionally, the weights \( w_{ji} \) should satisfy the condition

\[
\sum_{i=1}^{J} w_{ji} = 1 \quad \text{for} \quad j = 1, \ldots, J
\]

although it is not required from the theoretical viewpoint.

The weights should be chosen by experts designing a survey. Sometimes they might be evaluated in a different way. For example, adapting the approach by Skibicki and Wywiał (2003), we could use the weights

\[
w_{ji} = \frac{1}{X_{ji}} \left[ \sum_{h=1}^{L_{j}-1} W_{jh}^2 S_{ji}^2 \left( \frac{1}{n_{jh}} - \frac{1}{N_{jh}} \right) \right]^{-1}
\]

where \( S_{ji}^2 \) is the variance of the \( i \)th variable in the \( j \)th domain.

The constraints for the function (7.1) are

\[
N_{jh} \geq 2, \quad j = 1, \ldots, J, \quad h = 1, \ldots, L_j - 1; \quad \text{and} \quad N_{jL_j} \geq 1 \quad (7.2)
\]

\[
2 \leq n_{jh} \leq N_{jh}, \quad j = 1, \ldots, J, \quad h = 1, \ldots, L_j - 1 \quad (7.3)
\]

\[
\sum_{h=1}^{L_{j}-1} n_{jh} = n_j - N_{L_j} \quad (7.4)
\]

Note again that to minimize the function (7.1) one needs to determine the optimum values of \( a_j \) and \( n_j = \left( n_{j1}, \ldots, n_{jL_j-1} \right)^T \). Given \( a_j \), one is to determine the elements of the vector \( n_j \) that minimize the function (7.1) under the constraints (7.3) and (7.4). Because this problem cannot be solved directly using an analytical formula, based on Holmberg’s (2002) results, Kozak (2004a, 2006b) proposed to use the following approximate formula
where $d_{ji}$ is the variance of the mean’s estimator for the $i$th variable in the $j$th domain under the univariate Neyman-optimum allocation for this variable. Such an approach is approximate because, given $a_j$, it does not minimize the function (7.1) but the maximum loss of the efficiency of estimation under the multivariate sample allocation compared with the univariate allocation. To determine the optimum sample allocation, one may solve numerically the following problem:

Given $a_j$, minimize $f(n_1,\ldots,n_{L_j-1}) = \max_{j=1,\ldots,L_j} \{w_j c_{ji}\}$

subject to constraints (7.2), (7.3), and (7.4).

The above problem has to be solved also when the allocation (7.5) does not fulfill the constraints (7.3). A statistician should decide which sample allocation, the optimum (with sample allocation being the solution of the above problem) or approximate (with sample allocation (7.5)) one, should be chosen.

8. Discussion and conclusions

A population under study is stratified based on auxiliary character(s) that should be highly correlated with variable(s) under study. Efficiency of stratification depends on quality of auxiliary information and a stratification approach used. Consequently, if the auxiliary information is of good quality, the efficiency depends mainly on the stratification approach. If the information is not up-to-date, stratification may be far from optimum (it may even be less efficient than simple random sampling). Hence, it is very important to use stratification variable(s) of high quality.

The approach to optimum stratification presented in this paper is based on the use of numerical minimization of an optimization function with respect to certain constraints, the function and constraints being defined based on the stratification problem. The optimization problems we have considered ought to be solved using numerical methods. In the univariate case, optimization-based stratification is not troublesome since the optimization function and the constraints are not too complex. Nevertheless, the multivariate case may be troublesome, especially when there are many stratification variables; the choice of an optimization method
to be applied then is an important issue. For instance, the simplex method of Nelder and Mead (1965), which was used by Lednicki and Wieczorkowski (2003), may occur to be inefficient when a number of parameters searched for increases. In the multivariate stratification presented in section 7, there are \( k (L-1) \) parameters searched for in each domain. If one wants to construct seven strata for four variables without a take-all stratum, there are 24 parameters to be determined and 21 constraints to be fulfilled. Then, if a population size is large, classical optimization methods, as the simplex method, may be inefficient (Kozak, 2004b). However, in the case of univariate stratification of small populations, Nelder and Mead’s (1965) method may be efficient because then it usually provides similar results as other stratification approaches (as, e.g., those by Lavallée and Hidiroglou (1988) or a random search method (Niemiro, 1999; Kozak, 2004b; Kozak and Verma, 2006)). Even for very large populations this method is usually efficient although a slight gain may be obtained by applying global optimization methods (Kozak, 2004c). The modification technique presented by Kozak (2004b) for univariate stratification and adapted in this paper to multivariate stratification makes the optimization works on smaller datasets. In such a way, the stratification is more efficient in terms of time consumption used for optimization of a given function.

Last but not least, an important issue to be addressed is shape (geometry) of strata. We have mentioned several possible shapes, such as L-rot-geometry, stratification by cutpoints and by cluster analysis. Other shapes may also be used; each one has some pros and cons. For instance, L-rot-geometry-shaped strata (Briggs and Duoba, 2000; Lednicki and Wieczorkowski, 2003) are easy to implement in some programming languages, as in R language (R Development Core Team, 2006), which was used, e.g., by Lednicki and Wieczorkowski (2003). There is no evidence, however, that this shape is the most efficient one; moreover, it is easy to imagine that there are more efficient strata shapes than that provided by the L-rot-geometry. On the other hand, in cutpoints-based stratification it may be difficult to obtain non-empty strata (see Figure 2: strata L5 and L9 have one item each). As a result, it may be troublesome to obtain the desirable number of non-empty strata, or to obtain efficient stratification under a desirable number of strata. Stratification by classical cluster analysis, on the other hand, is not efficient. It is so because cluster analysis has different aims than stratification has (more precisely, cluster analysis aims to optimize a different function under different constraints). Therefore, stratification by cluster analysis needs further work on to be adapted to stratification specificity.

It follows from this discussion what should be studied further. Two main directions of the investigation on multivariate stratification should be pointed out. First, the research should focus on determining the optimum shape of strata. Second, optimization method that would be efficient in stratification under the determined strata shape should be recognized; software that would handle this problem also ought to be chosen. It is possible that the optimum optimization
method for particular strata geometry is not optimum for other strata geometries. In addition, we are not able to claim that the same strata geometry is optimum for different optimization problems.

Which one of these two problems needs to be concentrated on more? This question is not easy to answer. As already mentioned, the perceptibly better results can be obtained by optimizing shape of strata and then by determining optimization method to be applied than by determining an optimization method to be applied for the L-rot-geometry. Nevertheless, these both problems are strictly connected, and the future work should give the solution of a combined problem, which is, “Which shape geometry and numerical method to optimize stratification under the geometry chosen should be applied?”

An additional problem is a choice of initial points to be applied in the optimization-based stratification. As already mentioned, this may have quite an impact on stratification efficiency, especially in multivariate stratification. In univariate stratification, approximate stratification method should be used (Kozak, 2004c; Kozak and Verma, 2006). In multivariate stratification, this issue is more complex and needs separate studies. One could apply a combined matrix of univariate approximate stratification points, but it is quite likely that such a matrix would not fulfill multivariate stratification constraints (especially under a large number of variables). Then, to optimize the optimization-based approach to stratification, research on optimum initial parameters in multivariate stratification should be conducted. The ideal initial points should fulfill the following requirements: (a) they should be easy to obtain (as approximate univariate stratification points are); (b) they should fulfill constraints of a particular stratification problem; and (c) they should provide optimum or near-optimum initial points for optimization, which means that the use of them should provide the optimum stratification.
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Figure 1. Stratification via the L-rot-180 geometry; three strata are constructed based on the $2 \times 2$ matrix $a$.

Figure 2. Stratification via the cut-points; nine strata are constructed based on the $2 \times 2$ matrix $a$ (the same as in Fig. 1).
INNOVATIVE ROLE OF IMPUTATION METHOD/ANALYSIS IN CLINICAL TRIAL ON REMNANT ABLATION IN DIFFERENTIATED THYROID CANCER
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ABSTRACT

Background: Prognostic models formalize the multivariate relationships between multiple patient characteristics and outcome and can be useful tools to aid clinical decision-making. The construction of a prognostic model ideally requires a large database with complete information on all potential prognostic factors. However, often some cases have missing covariate data, which may introduce bias and lead to misleading conclusions if handled inappropriately. Therefore it becomes essential to impute those missing values and then develop appropriate models based on complete information’s. This paper intended to emphasize the role of imputation analysis in the area of remnant ablation of differentiated thyroid cancer patients. Methods: Between July ’95 and January ’02, a total of 565 patients with differentiated thyroid cancer, who fulfilled the inclusion criteria were recruited under this study. In view of the fact that under the present data set the values in relation to some of the important covariates were found to be missing, multiple regression method was used to impute the missing covariate values of quantitative variables. Whereas, discriminant function analysis was used to impute missing values related to categorical covariates. Results: Comparative results i.e., results obtained before and after imputation analysis have been presented separately in detail. Regression models obtained after imputation analysis i.e., based on complete information revealed gained in validity and precision of the developed model. It was found that model obtained after imputation provides not only gain in statistical significance but also have it’s clinically relevance. Conclusion: The present study has
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undoubtedly indicated the usefulness of imputation method in clinical trial regarding remnant ablation of differentiated thyroid cancer. Results obtained after imputation analysis had not only statistical significance but also had clinical relevance.
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1. Introduction

Prognostic models formalize the multivariate relationships between multiple patient characteristics and outcome and can be useful tools to aid clinical decision-making. The construction of a prognostic model ideally requires a large database with complete information on all potential prognostic factors. However, often some cases have missing covariate data, which may introduce bias and lead to misleading conclusions if handled inappropriately.

Missing data arise for a multiplicity of reasons, and indeed are so common that one should be highly suspicious of any clinical trial report that claims to have no missing data. More commonly a patient fails to attend a scheduled study visit, or a blood sample goes astray or is inadequately refrigerated. Sometimes, patients retrospectively withdraw their consent to participate in the trial. Equally, since clinical trials protocols tend to evolve over time, a new baseline covariate may be added to the record form, or a simplified quality of life questionnaire replaces a version that was unacceptable to the patients. Of course, such problems should be identified during pilot studies, but time constraints are such that it is not always possible to conduct adequate pilot tests. If there are changes in data collection during the course of a trial, then relevant data may not be recorded for the early patients.

There are distinctly different kinds of missing data that arise in clinical trials, and there is no single approach that can cope with this variety of missing data. Before attempting to discuss solution to the handling of missing data, it is helpful to classify different types of “missingness”. Rubin (1976) gives a useful taxonomy, and this terminology for the different mechanism that can generate missing data is widely accepted. The first class comprises data that are “missing completely at random” (MCAR). Here, the presence or absence of an observation is completely unrelated to the value that might have been observed. For example, if new question is added to record form, then the data for early patients are expected to be MCAR. However, even in this simple situation, the missing data could fail to be MCAR if there is some underlying secular trend in the prognosis of the condition being studied. Similarly, if a laboratory test is not performed because equipment is out of order, then the data are most likely MCAR. The second class comprises data that are “missing at random” (MAR). In this class, the fact that an observation is missing, after conditioning on the observed data,
provided no further information. Murray and Findlay (1988) give an example of a study of hypertension, in which patients were withdrawn from the study if, at a study assessment, their diastolic blood pressure (DBP) exceeded 110 mmHg. Thus, the fact that an individual’s DBP was not recorded at the eight-week of assessment provided no additional information to the observation that, at the four week assessment, the DBP exceeded the threshold of 110 mmHg. The final class comprises “nonignorable missing data”. The most familiar example here is censored data, where it would be invalid to base inferences on a likelihood function that incorporate data only form the uncensored observation.

Determining the appropriate analytic approach in the presence of incomplete observation is a major question for data analysts. The development of statistical methods to address missing data has been an active area of research in recent decades (Rubin 1976; Little and Rubin 1987; Laird 1988; Ibrahim 1990). There are many strategies available for handling missing data (Little and Rubin, 1987; Schafer and Graham, 2002). These include the simple deletion approaches of complete case analysis, where only the cases with complete data for all collected variables are analysed, available case analysis, where the cases with complete data for the variables in the fitted model are analysed utilising the largest possible data set, and variable omission (Vach, 1997), where the incomplete variable is excluded from the model. Other techniques, utilising all cases, include analysing the missing data as a separate category (Greenland and Finkle, 1995), single imputation (Little and Rubin, 1987), in which a single value is substituted for each missing value, and multiple imputation (Rubin, 1987; Schafer, 1997), where more than one independently completed data sets are obtained.

Imputation, the practice of 'filling in' missing data with plausible values, is an attractive approach to analyzing incomplete data. It apparently solves the missing-data problem at the beginning of the analysis. However, a naive or unprincipled imputation method may create more problems than it solves, distorting estimates, standard errors and hypothesis tests, as documented by Little and Rubin (1987) and others. The question of how to obtain valid inferences from imputed data was addressed by Rubin’s (1987) book on multiple imputation (MI). Single imputation (SI) is a common way to deal with missing data. Each missing value is replaced by an imputed value, for example by interpolation. Single imputation refers to filling in a missing value with a single replacement value. There are two general approaches: arbitrary methods and regression-based imputation. Some researchers use arbitrary methods to impute missing data. Some of these including using (a) the mean of all observed values for all people, (b) the mean observed value for the same person in other time periods, (c) the mean of the previous and following values for the person, if they exist, or (d) the most recent observed value for the person. This latter method, known as last-observation-carried-forward (LOCF), is quite common. Other arbitrary methods can be created as well. In Regression-based imputation, the analyst estimates a regression model in which the dependent variable has missing values for some observations. In the
second step, the estimated regression coefficients are used to predict (impute) missing values of that variable. The proper regression model depends on the form of the dependent variable. However, the complexity of regression models used in imputation analysis should be carefully thought through by clinical trial practitioners, because the method assumes that the missing data process can be fully captured by the regression model employed on observed values. This assumption is called missing at random (MAR). MAR essentially says that the cause of the missing data may be dependent on observed data (such as data of previous visits) but must be independent of the missing value that would have been observed. However, discriminant Analysis is used to predict the missing values in case of categorical variable like type of gland.

Each strategy for handling missing data has an underlying assumption regarding the missing data mechanism (Little and Rubin, 1987), that is, the reasons for the occurrence of the missing covariate data, which if not satisfied could result in biased parameter estimates. For example, the commonly used complete case analysis assumes that the missingness in the covariates is not associated with the outcome (Vach and Blettner, 1998). Most single imputation and multiple imputation approaches assume that the missingness is related to the observed data but does not depend on the unobserved value itself.

To the best of our knowledge, there is no study available on missing data analysis in the area of remnant ablation of differentiated thyroid cancer (DTC) patients. Therefore, this study was intended to emphasize the importance of imputation methods (using multiple regression and discriminant analysis approach) in clinical trial on remnant ablation of differentiated thyroid cancer patients. Also, the comparative analysis (i.e., analysis before and after imputation) have been carried out and presented in detail.

2. Study Design

All India Institute of Medical Sciences, New Delhi, India, is a tertiary care teaching hospital serving about half-a-billion population of Northern India. The Department of Nuclear Medicine has been running a specialty thyroid cancer clinic for the last 30 years. Currently, 250-260 new differentiated thyroid cancer (DTC) patients are being treated annually. Between July '95 and January '02, a total of 565 patients with differentiated thyroid cancer, who fulfilled the inclusion criteria (patients having disease confirmed to be limited to the thyroid only by clinical, radiological, per operative and post-surgical $^{131}$I scintigraphic examination and having no evidence of extrathyroidal or distant metastases at the time of presentation) were clinically treated with eight different doses of radiiodine; starting at 15 mCi and increasing the activity in increments of 5 mCi until 50 mCi. However, 56 patients were excluded for various reasons. Nineteen patients in whom nodal/distant metastases (nine nodal and ten pulmonary/skeletal metastases) were revealed in post therapy $^{131}$I whole-body scans (WBSs) were excluded from the study and another 37 patients were lost to follow-up. Therefore,
finally data related to 509 patients were used in the analysis. Distribution of the patients (509) according to availability of the data for the different variables is given in table-1.

**Table 1.** Distribution of the patients (509) according to availability of the data for the different variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Available Data</th>
<th>Missing cases (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>509</td>
<td>0</td>
</tr>
<tr>
<td>Sex</td>
<td>509</td>
<td>0</td>
</tr>
<tr>
<td>Type of Surgery</td>
<td>509</td>
<td>0</td>
</tr>
<tr>
<td>Histopathology</td>
<td>509</td>
<td>0</td>
</tr>
<tr>
<td>First Dose of $^{131}$I</td>
<td>509</td>
<td>0</td>
</tr>
<tr>
<td>Outcome after 1$^{st}$ Dose</td>
<td>509</td>
<td>0</td>
</tr>
<tr>
<td>Final Outcome</td>
<td>509</td>
<td>0</td>
</tr>
<tr>
<td>Post surgical radioiodine uptake</td>
<td>472</td>
<td>37 (7.2%)</td>
</tr>
<tr>
<td>Duration of Illness</td>
<td>433</td>
<td>76 (14.9%)</td>
</tr>
<tr>
<td>Interval between Surgery &amp; Therapy</td>
<td>446</td>
<td>63 (12.4%)</td>
</tr>
<tr>
<td>Radiation Absorbed Dose</td>
<td>472</td>
<td>37 (7.2%)</td>
</tr>
<tr>
<td>Type of Gland</td>
<td>451</td>
<td>58 (11.4%)</td>
</tr>
<tr>
<td>Tumor size</td>
<td>230</td>
<td>279 (54.8%)</td>
</tr>
</tbody>
</table>

### 3. Methods used for Imputation Analysis

Taking into account the merits/demerits of various imputation techniques, the regression approach (for quantitative dependent variables) and discriminant function analysis approach (for qualitative dependent variables) were used in the present analysis.

a) **Multiple Regression Analysis (for quantitative missing covariate values)**

Multiple stepwise regression method was used to impute the missing values of quantitative variables in various sub-categories of patients, such as (i) male ablated, (ii) female ablated, (iii) male non-ablated, and (iv) female non-ablated. A
series of regression equations considering each of the covariates with missing values as a dependent variable and covariates with no missing values as independent variables were generated. Based on the resulting model, the missing values were imputed for each variable separately (Little, 1992).

The following sets of regression equations (considering each subgroup) were used for imputation analysis, that is, to estimate the missing values of respective covariate.

**Regression Equations:**

**Ablated Male**

\[
\text{Tumor size} = 1.179 + 0.0898 \times \text{age}
\]

\[
\text{RAIU1}^a = 18.592 - 12.042 \times \text{type of surgery} + 0.587 \times \text{first dose of } ^{131}\text{I}
\]

\[
-0.0953 \times \text{age}
\]

\[
\text{Radiation absorbed dose} = 11840.516 + 4838.24 \times \text{first dose of } ^{131}\text{I} - 325.693 \times \text{age}
\]

\[
\text{Duration of illness} = 1.24 + 1.039 \times \text{age}
\]

**Ablated Female**

\[
\text{Tumor size} = 2.988 + 0.03675 \times \text{age}
\]

\[
\text{RAIU1}^a = 13.915 - 5.474 \times \text{type of surgery} - 0.0378 \times \text{follow-up time}
\]

\[
\text{Duration of illness} = 2.944 + 1.439 \times \text{age} - 21.342 \times \text{type of surgery}
\]

**Non Ablated Male**

\[
\text{Tumor size} = -5.427 + 0.0338 \times \text{age}
\]

\[
\text{Duration of illness} = -8.692 + 1.261 \times \text{age} + 8.071 \times \text{first dose of } ^{131}\text{I}
\]

\[
-41.287 \times \text{histopathology}
\]

\[
\text{Radiation absorbed dose} = 18936.250 + 4924.874 \times \text{first dose of } ^{131}\text{I}
\]

\[
-453.586 \times \text{age}
\]

**Non Ablated Female**

\[
\text{Tumor size} = 1.119 + 0.0748 \times \text{age}
\]

\[
\text{RAIU1}^a = 20.223 - 5.017 \times \text{type of surgery} - 5.847 \times \text{histopathology}
\]

\[
\text{Duration of illness} = -18.578 + 0.803 \times \text{follow-up time} - 1.024 \times \text{age}
\]

\[
\text{Radiation absorbed dose} = 11433.625 + 3558.794 \times \text{first dose of } ^{131}\text{I}
\]

\[
-455.8794 \times \text{age}
\]

\[
^a\text{radioiodine uptake (before therapy)}
\]

In case, where none of the factors were found to be significant (although these cases were very few), unconditional mean/median of respective classes were substituted to impute the missing values of those corresponding covariates.
b) Discriminant function analysis (for qualitative missing covariate values)

Discriminant function analysis (Altman, 1990; Pocock, 1983; Armitage, 2001) was used to determine which variables discriminate between two or more naturally occurring groups. Probably the most common application of discriminant function analysis is to include many measures in the study, in order to determine the ones that discriminate between groups. In another way, we want to build a "model" of how we can best predict to which group a case belongs. A discriminant function, also called a canonical root, is a latent variable which is created as a linear combination of independent variables, so that:

\[ L = b_1x_1 + b_2x_2 + b_3x_3 + ... + b_nx_n + c \]

Where, the b's are discriminant coefficients, the x's are discriminating variables, and c is a constant. This is analogous to multiple regression, but the b's are discriminant coefficients which maximise the distance between the means of the criterion (dependent) variable. To impute the missing covariates values which is of categorical type, discriminant function analysis was used (Little & Rubin, 2002; Little, 1992; Laurikkala et al, 1999). Since, some of the values corresponding to categorical variable as type of gland (solid thyroid nodule or multinominal goiter/thyroid swelling) were also found to be missing under the present study, the discriminant function analysis (DFA) was used in order to impute those missing values for ablated and non-ablated cases separately. The linear discriminant function equations were as follows:

**Ablated Group**

Type of gland (stna) = - 7.911 + 0.236 *age + 1.114 * first dose

Type of gland (mngb) = - 8.404 + 0.246 *age + 1.138 * first dose

**Non-Ablated Group**

Type of gland (stn) = - 4.773 + 0.155 *age + 0.646 * first dose

Type of gland (mng/ts) = - 5.497 + 0.177 *age + 0.628 * first dose

* solid thyroid nodule; * multinodular goiter/thyroid swelling
4. Results

Characteristics of Data

The mean age of the patients was 37.5\(\pm\)12.7 years with female to male ratio of 2.6. Median duration of the illness before surgery was 18 months (mean = 37.7, SD = 54.6). Mean tumor size was 4.6 \(\pm\) 2.4 cm ranging from 1 cm to 16 cm. The large tumor size was probably due to late referral to surgery. The initial surgical intervention was not uniform due to different surgical units operating upon them. The surgical procedure followed was near total thyroidectomy in 74% patients and subtotal- or hemithyroidectomy in the rest. The histopathological diagnosis was established in all patients and found that four hundred and ten (80.5%) patients had papillary thyroid carcinoma, and 99 (19.5%) had follicular thyroid carcinoma. The median interval between surgery and referral to Nuclear Medicine Department, AIIMS, for \(^{131}\text{I}\) therapy was 2 months. The mean post-surgical RAIU was 9.1\(\pm\)7.2% and estimated mean radiation absorbed dose after the first dose of \(^{131}\text{I}\) was 240\(\pm\)234 Gy.

It is evident from the table 2 that the values of all the baseline quantitative (age, duration of illness, tumor size, post surgical radioiodine uptake, interval between surgery and therapy, radiation absorbed dose to the tumor) and qualitative (gender, type of gland, type of surgery, histopathology) variables were almost comparable (except one variable i.e., radiation absorbed dose) across the eight different groups of radioiodine doses (p>0.05).

5. Missing Problem in the Data

It was observed that the values related to few of the important covariates like tumor size, duration of illness, post surgical radioiodine uptake, interval between surgery and therapy, radiation absorbed dose, and type of gland were missing in the data set used under this study. The proportion of missing values related to respective covariates has been given in Table 1. On account of missing covariates’ values present in the data set, it becomes vital to estimate first those missing values using appropriate statistical methods/techniques and then developed the prognostic model based on complete data set. This may eventually enhance the model validity and precision as well. Hence, multiple regression method (for quantitative dependent variable) and discriminant function analysis (for qualitative dependent variable) were used to impute the missing values of the quantitative and qualitative covariates respectively (Little, 1992).

For the missing data analysis, the group of patients was considered in three subgroups as described below:

**Subgroup 1**: The number of patients for whom values of all the considered covariates were completely available.
Table 2. Distribution of Patients in Relation to Demographic and Clinical Profiles

<table>
<thead>
<tr>
<th>Variables</th>
<th>15 mCi</th>
<th>20 mCi</th>
<th>25 mCi</th>
<th>30 mCi</th>
<th>35 mCi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)†</td>
<td>36.5±10.7 (36, 14-60) n = 47</td>
<td>37.7±11.5 (36, 8-70) n = 55</td>
<td>38.9±13.7 (38.5,12-73) n = 70</td>
<td>37.3±13.2 (37, 13-74) n = 73</td>
<td>35.3±10.8 (32, 12-63) n = 63</td>
</tr>
<tr>
<td>Sex‡</td>
<td>Male 14 (29.8) 33 (70.2)</td>
<td>Male 16 (29.1) 39 (70.9)</td>
<td>Male 16 (22.9) 54 (77.1)</td>
<td>Male 16 (21.9) 57 (78.1)</td>
<td>Male 24 (38.1) 39 (61.9)</td>
</tr>
<tr>
<td></td>
<td>Female 33 (70.2)</td>
<td>Female 39 (70.9)</td>
<td>Female 54 (77.1)</td>
<td>Female 57 (78.1)</td>
<td>Female 39 (61.9)</td>
</tr>
<tr>
<td>Duration of illness (months)</td>
<td>26.2±36.2 (12, 1-180) n = 28</td>
<td>39.5±51.2 (19, 1-240) n = 36</td>
<td>42.3±56.9 (16, 1-300) n = 63</td>
<td>41.8±66.5 (23, 1-480) n = 66</td>
<td>26.6±34.4 (14, 1-204) n = 57</td>
</tr>
<tr>
<td>Type of Gland‡</td>
<td>STN 20 (64.5)</td>
<td>MNG/TS 11 (35.5)</td>
<td>STN 26 (68.4)</td>
<td>MNG/TS 12 (31.6)</td>
<td>STN 56 (83.6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tumor size†</td>
<td>4.5±1.6 (4.5, 2-7) n = 27</td>
<td>3.8±1.9 (3, 1.5-10) n = 21</td>
<td>5.3±2.8 (5, 2-15) n = 43</td>
<td>4.7±2.5 (4.5, 1-10) n = 33</td>
<td>3.6±1.5 (3.1, 1-7) n = 28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of Surgery‡</td>
<td>NTT 35 (74.4)</td>
<td>STT/HT 12 (25.6)</td>
<td>NTT 42 (76.4)</td>
<td>STT/HT 13 (23.6)</td>
<td>NTT 50 (71.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histopathology‡</td>
<td>Papillary 37 (78.7)</td>
<td>Follicular 10 (21.3)</td>
<td>Papillary 48 (87.2)</td>
<td>Follicular 7 (12.8)</td>
<td>Papillary 60 (85.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interval between surgery and †131I treatment (months)</td>
<td>5.7±7.9 (3, 1-42) n = 29</td>
<td>5.7±7.2 (3, 1-39) n = 37</td>
<td>6.7±13.3 (3, 1-84) n = 66</td>
<td>6.4±14.6 (2, 1-108) n = 68</td>
<td>4.2±5.7 (2, 1-27) n = 58</td>
</tr>
<tr>
<td>Post-surgical RAIU (%)‡</td>
<td>9.2±7.6 (9.2, 1-26.3) n = 47</td>
<td>10.2±8.7 (6.5, 0.6-28.5) n = 55</td>
<td>8.1±5.6 (6.5,1.2-24) n = 70</td>
<td>8.3±7.8 (5, 0.45-21) n = 61</td>
<td>10.5±7.1 (9, 0.9-27) n = 49</td>
</tr>
<tr>
<td>RAD †(Gy)</td>
<td>93±74 (72, 15-255) n = 47</td>
<td>135±122 (102, 10-600) n = 55</td>
<td>173±120 (139, 29-705) n = 70</td>
<td>174±152 (123, 15-624) n = 61</td>
<td>269±188 (241, 31-875) n = 49</td>
</tr>
</tbody>
</table>

STN—solid thyroid nodule; MNG—multinodular goiter, TS—thyroid swelling; NTT—near total thyroidectomy, HT—hemi thyroidectomy, STT—subtotal thyroidectomy; RAIU—radioiodine uptake; RAD—Radiation absorbed dose.

†Parenthesis consists of median & range; ‡Parenthesis consists of percentage; n= Number of patients.
Table 2. Distribution of Patients Contd........

<table>
<thead>
<tr>
<th>Variables</th>
<th>40 mCi</th>
<th>45 mCi</th>
<th>50 mCi</th>
<th>Total</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)(^2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 60</td>
<td>34.3±14.0</td>
<td>38.3±13.6</td>
<td>40.3±12.3</td>
<td>37.5±12.7</td>
<td>0.167</td>
</tr>
<tr>
<td>(31, 9-68)</td>
<td>(36.5, 7-65)</td>
<td>(40, 12-75)</td>
<td>(36, 7-75)</td>
<td>n = 509</td>
<td></td>
</tr>
<tr>
<td><strong>Sex(^2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>15 (25.0)</td>
<td>18 (28.1)</td>
<td>23 (29.9)</td>
<td>142 (27.8)</td>
<td>0.544</td>
</tr>
<tr>
<td>Female</td>
<td>45 (75.0)</td>
<td>46 (71.9)</td>
<td>34 (70.1)</td>
<td>367 (72.2)</td>
<td></td>
</tr>
<tr>
<td><strong>Duration of illness(^1) (months)</strong></td>
<td>37.3±48.8</td>
<td>44.3±68.9</td>
<td>37.7±56.7</td>
<td>37.7±54.6</td>
<td>0.578</td>
</tr>
<tr>
<td>n = 57</td>
<td>(24, 2-240)</td>
<td>(12, 1-300)</td>
<td>(18, 1-360)</td>
<td>(18, 1-480)</td>
<td></td>
</tr>
<tr>
<td><strong>Type of Gland(^2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STN</td>
<td>44 (75.9)</td>
<td>44 (77.2)</td>
<td>48 (65.8)</td>
<td>335 (74.2)</td>
<td>0.183</td>
</tr>
<tr>
<td>MNG/TS</td>
<td>14 (24.1)</td>
<td>13 (22.8)</td>
<td>25 (34.2)</td>
<td>116 (25.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Tumor size(^1) (cm)</strong></td>
<td>4.9±3.3</td>
<td>4.4±2.1</td>
<td>4.6±1.8</td>
<td>4.6±2.4</td>
<td>0.064</td>
</tr>
<tr>
<td>n = 23</td>
<td>(4, 2-16)</td>
<td>(4, 2-10)</td>
<td>(5, 2-10)</td>
<td>(4, 1-16)</td>
<td></td>
</tr>
<tr>
<td><strong>Type of Surgery(^2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NTT</td>
<td>41 (68.3)</td>
<td>46 (71.9)</td>
<td>55 (77.4)</td>
<td>367 (72.1)</td>
<td>0.972</td>
</tr>
<tr>
<td>STT/HT</td>
<td>19 (31.7)</td>
<td>18 (28.1)</td>
<td>22 (28.6)</td>
<td>142 (27.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Histopathology(^2)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Papillary</td>
<td>49 (81.7)</td>
<td>52 (81.3)</td>
<td>58 (75.3)</td>
<td>410 (80.5)</td>
<td>0.067</td>
</tr>
<tr>
<td>Follicular</td>
<td>11 (18.3)</td>
<td>12 (18.7)</td>
<td>19 (24.7)</td>
<td>99 (19.5)</td>
<td></td>
</tr>
<tr>
<td><strong>Interval between surgery and (^131)I treatment(^1) (months)</strong></td>
<td>3.5±26.6</td>
<td>6.9±17.9</td>
<td>6.3±12.5</td>
<td>5.7±11.9</td>
<td>0.098</td>
</tr>
<tr>
<td>n = 58</td>
<td>(2, 1-47)</td>
<td>(2, 1-108)</td>
<td>(2, 1-72)</td>
<td>(2, 1-108)</td>
<td></td>
</tr>
<tr>
<td><strong>Post-surgical RAIU(^1) (%)</strong></td>
<td>10.4±7.9</td>
<td>8.9±7.1</td>
<td>8.1±6.7</td>
<td>9.1±7.2</td>
<td>0.485</td>
</tr>
<tr>
<td>n = 49</td>
<td>(8,0.4-26.2)</td>
<td>(7, 1.3-19)</td>
<td>(5.9,1-27)</td>
<td>(6.6, 0-28.5)</td>
<td></td>
</tr>
<tr>
<td><strong>RAID(^1) (Gy)</strong></td>
<td>296±233</td>
<td>356±296</td>
<td>374±323</td>
<td>241±234</td>
<td>0.001</td>
</tr>
<tr>
<td>n = 49</td>
<td>(238, 16-1000)</td>
<td>(264, 48-1260)</td>
<td>(280, 46-1350)</td>
<td>(170, 10-1350)</td>
<td></td>
</tr>
</tbody>
</table>

STN-solid thyroid nodule; MNG-multinomial goiter, TS-thyroid swelling; NTT-near total thyroidectomy, HT-hemi thyroidectomy, STTsubtotal thyroidectomy; RAIU-radioiodine uptake; RAID-Radiation absorbed dose.

\(^1\) Parenthesis consists of median & range; \(^2\)Parenthesis consists of percentage; n= Number of patients.
Subgroup 2: The number of patients for whom any or sub-group of covariates was missing and imputed values were worked out for the analysis, and

Subgroup 3: The complete group of patients that includes subgroup 1 and subgroup 2.

6. Results obtained after imputation analysis:

Characteristics of Subgroups of Data:

Table 3 (a and b) present the descriptive statistics for each group of patients i.e., subgroup-1, subgroup-2, and subgroup-3. It may be observed that, the mean values of the different covariates among the subgroups 3 (509 patients) were almost similar to the mean values observed for subgroup-1 (206 patients). Statistical test also revealed no significant difference among mean values of all the quantitative (tumor size, post surgical radioidine uptake, duration of illness, interval between surgery and therapy, radiation absorbed dose), and qualitative (type of gland) covariates between subgroup-1 and subgroup-3 (p>0.05).

There is no significant difference in mean tumor size between patients of subgroup 1 and subgroup 3 (4.57± 2.35 vs. 4.65± 2.31; p=0.670). Mean post surgical radiiodine uptake is almost similar in these two subgroups (8.92± 7.23 vs. 8.96± 7.06; p=0.935). Similarly, no significant difference is observed among the mean values of interval between surgery and therapy (5.72± 11.94 vs. 5.69± 11.18; p=0.964), and radiation absorbed dose to the tumor (241.3± 234.2 vs. 241.7± 222.1; p=0.647) between subgroup 1 and subgroup 3, respectively. In addition, it was also observed that there is no significant difference among the values of different categories of type of gland in these two subgroups.

This above analysis was carried to assess the significant difference (if any), between the covariates values obtained before and after imputation analysis. The above analysis revealed that none of the covariates values differs significantly, which indirectly ensures the validity of the imputation methods used under this study.
Table 3 (a). Comparison of mean levels of different covariates between Subgroup 1 and Subgroup 3

<table>
<thead>
<tr>
<th>Variable</th>
<th>(Subgroup- 1)</th>
<th>(Subgroup- 2)</th>
<th>(Subgroup- 3)</th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean</td>
<td>SD</td>
<td>N</td>
</tr>
<tr>
<td>Tumor size</td>
<td>230</td>
<td>4.57</td>
<td>2.35</td>
<td>279</td>
</tr>
<tr>
<td>Post surgical RAIU</td>
<td>472</td>
<td>8.92</td>
<td>7.23</td>
<td>37</td>
</tr>
<tr>
<td>Duration of illness</td>
<td>433</td>
<td>37.39</td>
<td>54.16</td>
<td>76</td>
</tr>
<tr>
<td>Interval between Surgery &amp; Therapy</td>
<td>446</td>
<td>5.72</td>
<td>11.94</td>
<td>63</td>
</tr>
<tr>
<td>Radiation absorbed Dose (Gy)</td>
<td>472</td>
<td>241.04</td>
<td>234.22</td>
<td>37</td>
</tr>
</tbody>
</table>

* p-value (comparison subgroup 1 vs. subgroup 3)

Table 3 (b). Association between type of gland and various subgroups

<table>
<thead>
<tr>
<th>Variable</th>
<th>Subgroup- 1</th>
<th>Subgroup- 2</th>
<th>Subgroup- 3</th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of Gland</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solid thyroid nodule</td>
<td>335 (74.2)</td>
<td>30 (56.9)</td>
<td>365 (72.3)</td>
<td>0.489</td>
</tr>
<tr>
<td>Multinodular goiter</td>
<td>116 (25.8)</td>
<td>25 (43.1)</td>
<td>141 (27.7)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>451</td>
<td>58</td>
<td>509</td>
<td></td>
</tr>
</tbody>
</table>

*p-value (comparison subgroup 1 vs. subgroup 3); Number in parenthesis consists of percentage

The following sections deal with comparison of the average/proportions of various quantitative and qualitative variables between ablated and not ablated groups. The comparative results (results based on only available cases and available plus imputed cases) have been presented in order to assess the significant difference, if any.

6.1. Univariate analysis

Unpaired ‘t’/Wilcoxon Rank Sum test was used to assess the average significant difference of various quantitative variables, such as age, duration of...
Table 4. Association of Various Quantitative Covariates (among the Available Cases and Cases obtained after imputation) with first dose outcome

<table>
<thead>
<tr>
<th>Variable</th>
<th>N</th>
<th>Mean</th>
<th>S.D.</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (yrs)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ablated</td>
<td>395</td>
<td>37.9</td>
<td>12.5</td>
<td>0.154</td>
</tr>
<tr>
<td>Non Ablated</td>
<td>114</td>
<td>35.9</td>
<td>13.2</td>
<td></td>
</tr>
<tr>
<td><strong>Tumor Size (cm)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ablated</td>
<td>191</td>
<td>4.53</td>
<td>2.38</td>
<td>0.553</td>
</tr>
<tr>
<td>Non Ablated</td>
<td>39</td>
<td>4.78</td>
<td>2.23</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>230</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Tumor Size</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ablated</td>
<td>395</td>
<td>4.44</td>
<td>1.75</td>
<td>0.006</td>
</tr>
<tr>
<td>Non Ablated</td>
<td>114</td>
<td>5.40</td>
<td>3.55</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>509</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Duration of Illness (months)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ablated</td>
<td>352</td>
<td>36.08</td>
<td>52.77</td>
<td>0.247</td>
</tr>
<tr>
<td>Non Ablated</td>
<td>81</td>
<td>44.80</td>
<td>61.72</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>433</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Duration of Illness</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ablated</td>
<td>395</td>
<td>37.02</td>
<td>49.69</td>
<td>0.021</td>
</tr>
<tr>
<td>Non Ablated</td>
<td>114</td>
<td>47.79</td>
<td>53.91</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>509</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Interval between Surgery &amp; Therapy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(months)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ablated</td>
<td>363</td>
<td>5.47</td>
<td>11.84</td>
<td>0.342</td>
</tr>
<tr>
<td>Non Ablated</td>
<td>83</td>
<td>6.85</td>
<td>12.38</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>446</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Interval between Surgery &amp; Therapy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ablated</td>
<td>395</td>
<td>5.49</td>
<td>11.35</td>
<td>0.375</td>
</tr>
<tr>
<td>Non Ablated</td>
<td>114</td>
<td>6.54</td>
<td>10.56</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>509</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Post surgical RAIU (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ablated</td>
<td>362</td>
<td>8.01</td>
<td>6.62</td>
<td>0.001</td>
</tr>
<tr>
<td>Non Ablated</td>
<td>110</td>
<td>11.92</td>
<td>8.29</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>472</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Post surgical RAIU (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ablated</td>
<td>395</td>
<td>8.06</td>
<td>6.44</td>
<td>0.001</td>
</tr>
<tr>
<td>Non Ablated</td>
<td>114</td>
<td>12.07</td>
<td>8.19</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>509</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Radiation absorbed dose (Gy)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ablated</td>
<td>362</td>
<td>255.06</td>
<td>226.09</td>
<td>0.504</td>
</tr>
<tr>
<td>Non Ablated</td>
<td>110</td>
<td>237.23</td>
<td>227.13</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>472</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Radiation absorbed Dose</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ablated</td>
<td>395</td>
<td>257.74</td>
<td>224.09</td>
<td>0.452</td>
</tr>
<tr>
<td>Non Ablated</td>
<td>114</td>
<td>239.66</td>
<td>221.65</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>509</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* After imputation analysis
Table 5. Association of various Qualitative Covariates With First Dose Outcome (Ablated/Not-Ablated)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Outcome after First Dose of $^{131}$I</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ablated</td>
<td>Not Ablated</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>102 (71.8)</td>
<td>40 (28.2)</td>
</tr>
<tr>
<td>Female</td>
<td>293 (79.8)</td>
<td>74 (20.2)</td>
</tr>
<tr>
<td>Total</td>
<td>395 (77.6)</td>
<td>114 (22.4)</td>
</tr>
<tr>
<td><strong>Histopathology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Papillary</td>
<td>320 (78.0)</td>
<td>90 (22.0)</td>
</tr>
<tr>
<td>Follicular</td>
<td>75 (75.8)</td>
<td>24 (24.2)</td>
</tr>
<tr>
<td>Total</td>
<td>395 (77.6)</td>
<td>114 (22.4)</td>
</tr>
<tr>
<td><strong>Type of Surgery</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NTT</td>
<td>305 (83.1)</td>
<td>62 (16.9)</td>
</tr>
<tr>
<td>STT/HT</td>
<td>90 (63.4)</td>
<td>52 (36.6)</td>
</tr>
<tr>
<td>Total</td>
<td>395 (77.6)</td>
<td>114 (22.4)</td>
</tr>
<tr>
<td><strong>Type of Gland</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STN</td>
<td>274 (81.8)</td>
<td>61 (18.2)</td>
</tr>
<tr>
<td>MNG/TS</td>
<td>92 (79.3)</td>
<td>24 (20.7)</td>
</tr>
<tr>
<td>Total</td>
<td>366 (81.2)</td>
<td>85 (18.8)</td>
</tr>
<tr>
<td><strong>Type of Gland$^a$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STN</td>
<td>293 (79.6)</td>
<td>75 (20.4)</td>
</tr>
<tr>
<td>MNG/TS</td>
<td>102 (72.3)</td>
<td>39 (27.7)</td>
</tr>
<tr>
<td>Total</td>
<td>395 (77.6)</td>
<td>114 (22.4)</td>
</tr>
<tr>
<td><strong>First Dose of $^{131}$I</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 mCi</td>
<td>28 (59.6)</td>
<td>19 (40.4)</td>
</tr>
<tr>
<td>20 mCi</td>
<td>35 (63.6)</td>
<td>20 (36.4)</td>
</tr>
<tr>
<td>25 mCi</td>
<td>57 (81.4)</td>
<td>13 (18.6)</td>
</tr>
<tr>
<td>30 mCi</td>
<td>61 (83.6)</td>
<td>12 (16.4)</td>
</tr>
<tr>
<td>35 mCi</td>
<td>50 (79.4)</td>
<td>13 (20.6)</td>
</tr>
<tr>
<td>40 mCi</td>
<td>47 (78.3)</td>
<td>13 (21.7)</td>
</tr>
<tr>
<td>45 mCi</td>
<td>54 (84.4)</td>
<td>10 (15.6)</td>
</tr>
<tr>
<td>50 mCi</td>
<td>63 (81.8)</td>
<td>14 (18.2)</td>
</tr>
<tr>
<td>Total</td>
<td>395 (77.6)</td>
<td>114 (22.4)</td>
</tr>
</tbody>
</table>

$^a$After imputation; STN: Solitary thyroid nodule, MNG: Multinodular goiter, NTT: Near total thyroidectomy, STT: Subtotal thyroidectomy, HT: Hemithyroidectomy
disease, tumor size, interval between surgery and $^{131}$I treatment, post-surgical RAIU and radiation absorbed dose etc. between ablated and non ablated groups. This analysis revealed that only post-surgical RAIU had an effect on the first dose outcome i.e., ablation. Mean post surgical RAIU in ablated and non ablated patients was 8.1±6.4% and 12.1±8.2%, respectively (p=0.0001). There was no statistical difference among the means in the rest of the variables, mean age being 37.9 ± 12.5 vs. 35.9 ± 13.2 yr (p = 0.154), mean tumor size 4.53 ± 2.38 vs 4.78 ± 2.23 cm (0.553), mean duration of illness (before surgery) 36.08 ± 52.77 vs. 44.8 ± 61.72 months (p = 0.247), interval between surgery and $^{131}$I treatment 5.5 ± 11.4 vs. 6.5 ± 10.6 months (p = 0.342), and radiation-absorbed dose to the thyroid remnant 255 ± 226 vs. 238 ± 227 Gy (p = 0.452) in ablated and non-ablated groups, respectively.

Table 4 shows some significant changes in the results obtained after imputation analysis. Tumor size and duration of illness which were not having significant association with first dose outcome turned out to have significant association with first dose outcome i.e., ablation. Of course as per discussion with concerned clinicians these parameters were also having clinical significance/relevance in determining the outcome in prospective patients. Apart from these two covariates relationship of remaining covariates with first dose outcome did not have any significant change.

Chi-square test revealed that only type of surgery and first dose of radioiodine had influence over the remnant ablation; adequate surgery (NTT) having much higher ablation rate 307/67 (83.2%) than inadequate surgery (HT/STT) 88/142 (63.3%); similarly the ablation rates among the doses ranging from 25mCi to 50mCi was significantly different in comparison of ablation with 15mCi and 20 mCi doses (table. 5). Among all the categorical variables there was only one variable i.e., type of gland in which some of the values were missing. After imputing those missing values, no significant changes were observed (when compared with available cases only).

### 6.2. Univariate Logistic Regression Analysis

Considering each of the various independent covariates individually such as age, sex, histopathology, duration of illness, tumor size, post surgical radioiodine uptake, first dose of radioiodine, type of surgery, type of gland, interval between surgery & therapy and dependent variable as ablated/not ablated, univariate logistic regression analysis was carried out to assess the relationship of these covariates with ablation. As evident from the Table 6, analysis revealed that tumor size, type of surgery, post surgical radioiodine uptake, and first dose of radioiodine were significantly associated with ablation.

This analysis revealed that patients with adequate surgery i.e., NTT has 2.34 times higher chances of ablation as compare to those with inadequate surgery i.e., STT/HT [Unadjusted OR= 2.84; 95% CI: (1.83, 4.40)]. Similarly, the odds of
ablation among the patients presented with small tumor size was significantly higher in comparison to those patients with large tumor size (Unadjusted OR=0.857; 95% CI (0.79, 0.94)). However, chances of ablation among the patients having post surgical uptake value ≤ 5% [Unadjusted OR=2.28; 95% CI (1.73, 5.37)] and 5-10% [Unadjusted OR=2.52; 95% CI (1.59, 4.22)] were 2.28 times and 2.52 times higher in comparison to those having uptake value >10%. In addition, odds of ablation among the patients receiving doses >35mCi of radioiodine was 2.74 times higher in comparison to those receiving doses <25mCi [Unadjusted OR=2.74; 95% CI (1.61; 4.68)]. Similarly, chances of ablation was 2.73 times higher when the patients received doses ranging between 25-35mCi in comparison to those receiving doses <25mCi [Unadjusted OR=2.73; 95% CI (1.63; 4.66)].

Therefore, it can be said that ablation among patients who had adequate surgery, smaller tumor size and lower post surgical radioiodine uptake, had higher odds of ablation. First dose of radioiodine was also positively associated ablation. It was found that, if the administered dose was more than or equal to 25 mCi of radioiodine, odds of having ablation was approximately three times higher in comparison to those receiving dose less than 25 mCi of radioiodine. Patients age, duration of illness, type of gland, interval between surgery and therapy, and histopathology were not significantly associated with ablation. However, chances of ablation among females patients was slightly higher in comparison to ablation rate among males [OR= 1.55; 95% CI (0.99, 2.42)]. Similarly, the odds of ablation among the patients having STN was comparatively higher as compare to patients presented with MNG [OR= 1.49; 95% CI (0.65, 2.33)]. Though these covariates were not statistically significantly associated with ablation, nevertheless it may have clinical significance in determining ablation. The following Table 6 presents the results obtained under univariate logistic regression analysis.
Table 6. Effect of various quantitative and qualitative covariates on first dose outcome (ablated/not ablated)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficients (β)</th>
<th>S. E.</th>
<th>Unadjusted Odds ratio (OR)</th>
<th>95% CI of OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.012</td>
<td>0.009</td>
<td>1.02</td>
<td>(0.99, 1.03)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.440</td>
<td>0.227</td>
<td>1.55</td>
<td>(0.99, 2.42)</td>
</tr>
<tr>
<td>Male</td>
<td></td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration of illness</td>
<td>-0.004</td>
<td>0.002</td>
<td>0.99</td>
<td>(0.99, 1.00)</td>
</tr>
<tr>
<td>Type of gland</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STN</td>
<td>0.401</td>
<td>0.228</td>
<td>1.49</td>
<td>(0.95, 2.33)</td>
</tr>
<tr>
<td>MNG/TS</td>
<td></td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tumor size</td>
<td>-0.154</td>
<td>0.043</td>
<td>0.857</td>
<td>(0.79, 0.94)</td>
</tr>
<tr>
<td>Histopathology</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Papillary</td>
<td>0.129</td>
<td>0.263</td>
<td>1.14</td>
<td>(0.68, 1.91)</td>
</tr>
<tr>
<td>Follicular</td>
<td></td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of Surgery</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NTT</td>
<td>1.045</td>
<td>0.223</td>
<td>2.84</td>
<td>(1.83, 4.40)</td>
</tr>
<tr>
<td>STT/HT</td>
<td></td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post surgical Radiiodine Uptake</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 5</td>
<td>1.115</td>
<td>0.289</td>
<td>2.28</td>
<td>(1.73, 5.37)</td>
</tr>
<tr>
<td>5-10</td>
<td>0.995</td>
<td>0.248</td>
<td>2.52</td>
<td>(1.59, 4.22)</td>
</tr>
<tr>
<td>&gt;10</td>
<td></td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>First Dose of $^{131}$I</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;35 mCi</td>
<td>1.007</td>
<td>0.273</td>
<td>2.744</td>
<td>(1.61, 4.68)</td>
</tr>
<tr>
<td>25-35 mCi</td>
<td>1.090</td>
<td>0.232</td>
<td>2.737</td>
<td>(1.63, 4.66)</td>
</tr>
<tr>
<td>&lt;25 mCi</td>
<td></td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interval between surgery &amp; therapy</td>
<td>-0.007</td>
<td>0.009</td>
<td>0.99</td>
<td>(0.98, 1.01)</td>
</tr>
</tbody>
</table>

Reference Category: Not ablated; STN: Solitary thyroid nodule, MNG: Multinodular goiter; NTT: Near total thyroidectomy, STT: Subtotal thyroidectomy, HT: Hemithyroidectomy
6.3. Multiple Logistic Regression Analysis

In addition, multiple logistic regression analysis was carried out to assess the adjusted effects of various quantitative and qualitative covariates on remnant ablation.

i. Multiple Logistic Regression Analysis- (Before imputation of missing values)

Multiple Logistic Regression Analysis (before imputation of missing values) revealed that only post surgical radioiodine uptake was significantly associated with outcome after adjusting other covariates such as age, sex, histopathology, duration of illness, tumor size, post surgical radioiodine uptake, first dose of radioiodine, type of surgery, type of gland, interval between surgery & therapy. Chance of ablation among the patients having uptake values < 5% five was approximately five times higher in comparison to those having uptake values more than 10% [Adjusted OR=4.90; 95% CI: (1.51, 15.88)]. Similarly, odds of ablation among the patients in whom uptake values ranges from 5-10% had approximately four times higher in as compare to patients having uptake values more than 10% [Adjusted OR= 3.43; 95% CI: (1.52, 7.82)] (See Table 7).

ii. Multiple logistic regression analysis- (After imputation analysis)

When multiple stepwise logistic regression analysis was applied on complete data set, that is the data set obtained after imputation analysis (n = 509) it was observed that tumor size, type of surgery, post surgical RAIU, and first dose of $^{131}$I were found to have significant effect on the remnant ablation. It is evident from the Table 8, that tumor size was significantly (inversely) associated with ablation, higher size of the tumor may lead to lowered ablation i.e., chances of ablation among the patients with smaller tumor size was significantly higher in comparison to those patients having larger tumor size [Adjusted OR=0.77; 95% CI (0.69, 0.84)]. Similarly, chances of remnant ablation was 2.6 times more among the patients with adequate surgery (NTT) in comparison to those with inadequate surgery (STT/HT) [Adjusted OR= 2.55; 95% CI: (1.56, 4.18)].

It was also observed that among the patients having uptake values <5% and 5-10%, odds of ablation were approximately 2.53 [Adjusted OR=2.53; 95% CI (1.37, 4.67)] and 2.25 [Adjusted OR=2.25; 95% CI (1.29, 3.92)] times higher in comparison to those having uptake values >10%. Similarly, among the patients receiving doses >35mCi and 25-35mCi, respective chances of ablation were approximately 3.2 [Adjusted OR=3.19; 95% CI (1.77, 5.35)] and 3.3 [Adjusted OR=3.25; 95% CI (1.81, 5.82)] times higher in comparison to those receiving <25mCi of radioiodine doses. Also, the insignificant result of Hosmer-Lemshow
**Table 7.** Adjusted effect of various quantitative and qualitative covariates on remnant ablation: a multiple stepwise logistic regression analysis (Before imputing the missing values: n=206)

-2 Log likelihood= 171.47  
Model Chisquare= 16.29 (p=0.001)  
Hosmer-Lemshow goodness of fit-χ²= 5.06 (p=0.75)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimated Coefficients (β)</th>
<th>S. E.</th>
<th>Adjusted Odds ratio (OR)</th>
<th>95% CI of OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post surgical Radioiodine Uptake</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 5</td>
<td>-0.040</td>
<td>0.600</td>
<td>4.90</td>
<td>(1.51, 15.88)</td>
</tr>
<tr>
<td>5-10</td>
<td>1.234</td>
<td>0.420</td>
<td>3.43</td>
<td>(1.52, 7.82)</td>
</tr>
<tr>
<td>&gt;10</td>
<td></td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Interval b/w surgery &amp; therapy</td>
<td>-0.040</td>
<td>0.021</td>
<td>0.961</td>
<td>(0.92,1.01)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.942</td>
<td>0.313</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Reference category- Not ablated

**Table 8.** Adjusted effect of various quantitative and qualitative covariates on remnant ablation: a multiple stepwise logistic regression analysis (After imputing the missing values n=509)

-2 Log likelihood= 462.23  
Model Chi-square= 79.22 (p=0.0001)  
Hosmer-Lemshow goodness of fit-χ²= 6.14 (p=0.63)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimated Coefficients (β)</th>
<th>S. E.</th>
<th>Adjusted Odds ratio (OR)</th>
<th>95% CI of OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of Surgery</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adequate</td>
<td>0.936</td>
<td>0.253</td>
<td>2.55</td>
<td>(1.56, 4.18)</td>
</tr>
<tr>
<td>Inadequate</td>
<td></td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Post surgical RAIU (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤ 5</td>
<td>0.928</td>
<td>0.313</td>
<td>2.53</td>
<td>(1.37, 4.67)</td>
</tr>
<tr>
<td>5-10</td>
<td>0.811</td>
<td>0.283</td>
<td>2.25</td>
<td>(1.29, 3.92)</td>
</tr>
<tr>
<td>&gt;10</td>
<td></td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>First Dose of ¹³¹I</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;35 mCi</td>
<td>1.162</td>
<td>0.300</td>
<td>3.19</td>
<td>(1.77, 5.35)</td>
</tr>
<tr>
<td>25-35 mCi</td>
<td>1.179</td>
<td>0.298</td>
<td>3.25</td>
<td>(1.81, 5.82)</td>
</tr>
<tr>
<td>≤ 25 mCi</td>
<td></td>
<td></td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Tumor Size (cm)</td>
<td>-0.260</td>
<td>0.052</td>
<td>0.771</td>
<td>(0.69, 0.84)</td>
</tr>
<tr>
<td>Age</td>
<td>0.035</td>
<td>0.001</td>
<td>1.03</td>
<td>(1.01, 1.05)</td>
</tr>
</tbody>
</table>

Reference Category: Not ablated.
test of goodness of fit (p=0.63) shows that this model for ablation is satisfactorily describing the data.

It was found that this model differs in comparison with the models obtained in Table 7 & 8 in terms of significant covariates present in the model. It was also observed that there was significant changes in the likelihood values as well model chi-square and Hosmer- Lemshow goodness of fit test statistic. Therefore, imputing the missing values in relation to various important covariates was an essential task that will ultimately add merits in drawing any definite conclusions from the respective developed models.

7. Discussion, Summary and Conclusions:

The use of imputations has become more common during last years. It is due to the increase in item/unit non-response rates, and to the advanced methodology for imputations. Appropriate analysis of data including development of prognostic model play a crucial role in the clinical decision making process. Unfortunately, missing covariate data impede the construction of valid and reliable models, potentially introducing bias, if handled inappropriately. The various approaches used for handling the different types of missing covariate data under the various clinical trials studies have been described (e.g., Rubin, 1976; Little & Rubin, 1987; Ibrahim, 1990; Little & Rubin, 2002; Little, 1992; Burton & Altman, 2004).

Little (1992) presented an extensive review of regression analysis with missing values of the independent variables. They have concluded and suggested that more widely distributed software is needed that advances beyond complete case analysis, available case analysis, and naïve imputation methods. A study by Schenper & Heinze (1997) demonstrated the utility of imputation technique for missing covariate values before carrying out logistic regression or Cox regression model. In 1990, Schenper and Smith recommended a conditional probability imputation technique (PIT) for the analysis of treatment studies which can be easily applied using standard software and which has been demonstrated to outperform the complete case and omission of covariates strategies.

A recent review (Burton & Altman, 2004) was conducted based on 100 articles reporting multivariate survival analyses to assess potential prognostic factors, published within seven cancer journals in 2002. This review has highlighted deficiencies in the reporting of missing covariate data. Guidelines for presenting prognostic studies with missing covariate data are proposed, which if followed should clarify and standardise the reporting in future articles. Musil et al (2002) studied the theoretical and empirical information for the selection and application of approaches for handling missing data on a single variable. They did compare and contrast five approaches (listwise deletion, mean substitution, simple regression, regression with an error term, and the expectation maximization [EM] algorithm) for dealing with missing data, and compare the effects of each method.
on descriptive statistics and correlation coefficients for the imputed data (n = 96) and the entire sample (n = 492) when imputed data are included. All methods had limitations, however findings suggest that mean substitution was the least effective and regression with an error term produced estimates closest to those of the original variables.

As, there is no study available on missing data analysis in the area of remnant ablation of differentiated thyroid cancer (DTC) patients, comparing the results of present study with other studies is not possible. However, the present study has undoubtedly indicated the usefulness of imputation method in clinical trial regarding remnant ablation of differentiated thyroid cancer. Results obtained after imputation analysis gained not only statistical significance but also had clinical relevance.
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EFFECT OF NON-RESPONSE ON CURRENT OCCASION IN SEARCH OF GOOD ROTATION PATTERNS ON SUCCESSIVE OCCASIONS

G. N. Singh and Kumari Priyanka

ABSTRACT

The present work is an attempt to study the effect of non-response at current occasion in search of good rotation patterns on successive occasions. Two difference type estimators have been proposed for estimating the population mean at current occasion in presence of non-response in two occasions successive (rotation) sampling. Detailed behavior of proposed estimators has been studied. Proposed estimators have been compared with the estimators for the same situations but in the absence of non-response. Empirical studies have been carried out to demonstrate the performance of the proposed estimators.

Keywords: Non-response, successive sampling, difference type estimator, bias, variance, optimum replacement policy.

1. Introduction

If the value of study character of a finite population is subject to change (dynamic) over time, a survey carried out on a single occasion will provide information about the characteristics of the surveyed population for the given occasion only and can not give any information on the nature or the rate of change of the characteristic over different occasions and the average value of the characteristic over all occasions or most recent occasion. To meet these requirements, rotation (successive) sampling provides a strong tool for generating the reliable estimates at different occasions.

Theory of rotation (successive) sampling appears to have started with the work of Jessen (1942). He was pioneer to utilize the entire information collected in the previous investigations (occasions). Further the theory of rotation
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successive sampling was extended by Patterson (1950), Rao and Graham (1964), Gupta (1979), Das (1982), Chaturvedi and Tripathi (1983) and many others. Sen (1971) developed estimators for the population mean on the current occasion using information on two auxiliary variables available on previous occasion. Further, Sen (1972, 1973) extended his work for \( p \) auxiliary variates. Singh et al. (1991) and Singh and Singh (2001) used the auxiliary information on current occasion for estimating the current population mean in two occasions successive sampling. Singh (2003) extended the work of Singh and Singh (2001) for \( h \) occasions successive sampling. Feng and Zou (1997) and Biradar and Singh (2001) used the auxiliary information on both the occasions for estimating the current mean in successive sampling.

In many situations, information on an auxiliary variate may be readily available on the first as well as on the second occasions, for example, tonnage (or seat capacity) of each vehicle or ship is known in survey sampling of transportation, number of beds in different hospitals may be known in hospital surveys, number of polluting industries are known in environmental survey, nature of employment status, educational status, food availability & medical aids of a locality are well known in advance for estimating the various demographic parameters in demographic surveys. Many other situations in biological (life) sciences could be explored to show the benefits of the present study. Utilizing auxiliary information on both the occasions Singh (2005), Singh and Priyanka (2006 a and Singh and Priyanka (2006 b) have proposed chain type ratio, difference and regression type estimators for estimating the population mean at current (second) occasion in two occasions successive sampling.

It is common experience in sample surveys that data cannot always be collected from all the units selected in the sample. For example, the selected families may not be at home at the first attempt and some may refuse to co-operate with the interviewer even if contacted. This is particularly true in mail surveys in which questionnaires are mailed to the sampled respondents who are requested to send back their returns by some deadline. As many respondents do not reply, available sample of returns is incomplete. The resulting incompleteness is called non-response and is sometimes so large that can completely vitiate the results.

Hansen and Hurwitz (1946) suggested a technique of handling non-response in mail surveys. These surveys have the advantage that the data can be collected relatively inexpensively. However, non-response is a common problem with mail surveys. Cochran (1977) and Fabian and Hyunshik (2000) extended the Hansen and Hurwitz technique to the case when besides the information on character under study, information is also available on auxiliary character. More recently Choudhary et al. (2004) used the Hansen and Hurwitz technique for estimation of population mean on current occasion in the context of sampling on two occasions.

The objective of the present work is to study the effect of non-response at current occasion in two occasions successive (rotation) sampling. In two
occasions successive sampling, a portion of sample is matched from the previous occasion and it is assumed that whole units respond at first occasion. So, we may think that as they are familiar with the questionnaire at first occasion, therefore, they may not have any hesitation in responding at the second occasion for the units in the matched portion of the sample. At the current occasion a sample is drawn afresh from the remaining units, so there may be possibility of non-response at current occasion. Motivated with the above points and using Hansen and Hurwitz (1946) technique, estimators are proposed to study the effect of non-response at current occasion in two occasions successive (rotation) sampling.

In this work two different types of difference estimators $T$ and $\Delta$ have been proposed for estimating the population mean of study character at current (second) occasion in two occasions rotation (successive) sampling. The estimator $T$ has been proposed without utilizing any additional auxiliary information while the estimator $\Delta$ has been constructed with the utilization of all types of auxiliary information (including additional auxiliary information) for estimating the population mean of study character at the current occasion. The proposed estimators are compared with the estimator defined for the same situation but without non-response. Results have been shown in various tables and suitable recommendations are made.

2. Notations

Let $U = (U_1, U_2, \ldots, U_N)$ be the finite population of $N$ units, which has been sampled over two occasions. The character under study be denoted by $x$ ($y$) on the first (second) occasions respectively. It is assumed that information on an auxiliary variable $z$ (with known population mean), is available on both the occasions. A simple random sample (without replacement) of $n$ units is taken on the first occasion. A random sub sample of $m = n \lambda$ units is retained (matched) for use on the second occasion. We assume that there is non-response at the current occasion, so that the population can be divided into two classes, those who will respond at the first attempt and those who will not. Let the sizes of these two classes be $N_1$ and $N_2$ respectively. Now, at the current occasion a simple random sample (without replacement) of $u = (n-m) = n \mu$ units is drawn afresh from the remaining $(N-n)$ units of the population so that the sample size on the second occasion is also $n$. $\lambda$ and $\mu$ ($\lambda + \mu = 1$) are the fractions of matched and fresh samples respectively at the second (current) occasion. We assume that in the unmatched portion of the sample on the two occasions $u_1$ units respond and $u_2$ units do not respond. Let $u_{2h}$ denote the size of sub sample drawn from the non-response class in the unmatched portion of the sample on the current occasion. The following notations are considered for the further use:

$\bar{X}, \bar{Y}, \bar{Z}$: The population mean of the variables $x$, $y$ and $z$ respectively.
\( \bar{x}_n, \bar{z}_n, \bar{y}_m, \bar{x}_m, \bar{z}_m, \bar{y}_{u1}, \bar{y}_{u2h}, \bar{z}_u \): The sample means of the respective variates of the sample sizes shown in suffices.

\( \rho_{yx}, \rho_{xz}, \rho_{yz} \): The correlation coefficients between the variables shown in suffices.

\( S_x^2, S_y^2, S_z^2 \): The population mean squares of x, y and z respectively.

\( W = \frac{N_2}{N} \): The proportion of non-responding units in the population

3. Formulation of Estimator T

To estimate the population mean \( \bar{Y} \) on the second occasion, two independent estimators are suggested without utilizing the information on auxiliary character z. One is a Hansen and Hurwitz (1946) estimator based on sample of size \( u (= n\mu) \) drawn afresh on the second occasion is given by

\[
T_1 = \bar{y}_u^* = \frac{u_1\bar{y}_{u1} + u_2\bar{y}_{u2h}}{u} \tag{1}
\]

Second estimator is difference type estimator based on the sample of size \( m (= n\lambda) \) common with both the occasions and is defined as

\[
T_2 = \bar{y}_m + \beta_{yx} (\bar{x}_n - \bar{x}_m) \tag{2}
\]

where \( \beta_{yx} \) is the known population regression coefficient between the variates shown in suffix.

Considering a convex linear combination of the estimators \( T_1 \) and \( T_2 \), we have the final estimator of \( \bar{Y} \) as

\[
T = \phi T_1 + (1 - \phi) T_2 \tag{3}
\]

where \( \phi \) is an unknown constant to be determined under certain criterion.

Remark 3.1: It is obvious that for estimating the mean on each occasion, the estimator \( T_1 \) is suitable, which implies that more belief on \( T_1 \) could be shown by choosing \( \phi \) as 1, while for estimating the change from one occasion to the next, the estimator \( T_2 \) could be more useful by choosing \( \phi \) as 0. For asserting both the problems simultaneously, the suitable (optimum) choice of \( \phi \) is required.
4. Bias and Variance of $T$

**Theorem 4.1:** $T$ is an unbiased estimator of $\bar{Y}$.

**Proof:** Since, $T_1 = \bar{Y}_u$

$$E(T_1) = E(\bar{Y}_u) = E\left(E\left(\bar{Y}_u\right) \mid u_1, u_2\right) = E\left[E\left(\frac{u_1\bar{Y}_{u1} + u_2\bar{Y}_{u2h}}{u}\right) \mid u_1, u_2\right]$$

$$= \frac{1}{u} E\left[u_1E\left(\bar{Y}_u \mid u_1, u_2\right) + u_2E\left(\bar{Y}_{u2h} \mid u_1, u_2\right)\right] = \frac{1}{u} E\left[u_1\bar{Y}_{u1} + u_2\bar{Y}_{u2}\right]$$

$$= E\left[\bar{Y}_u\right] = \bar{Y},$$

therefore $T_1$ is unbiased for $\bar{Y}$. $T_2$ being a difference type estimator is also unbiased for $\bar{Y}$. The final estimator $T$ is a convex linear combination of $T_1$ and $T_2$, therefore, $T$ is also an unbiased estimator of $\bar{Y}$.

**Theorem 4.2:** Variance of $T$ is obtained as

$$V(T) = \varphi^2 V(T_1) + (1 - \varphi)^2 V(T_2) \quad (4)$$

where

$$V(T_1) = \left[\left(\frac{1}{u} - \frac{1}{N}\right) + \frac{(f - 1)N_2}{Nu}\right]S_y^2 \quad (5)$$

and

$$V(T_2) = \left[\left(\frac{1}{m} - \frac{1}{n}\right)(1 - \rho_{yx}^2) + \left(\frac{1}{n} - \frac{1}{N}\right)\right]S_y^2 \quad (6)$$

where $f = \frac{u_2}{u_{2h}}$.

**Proof:** Since, the samples are independent the variance of $T$ (ignoring the covariance term) is given by

$$V(T) = E\left(T - \bar{Y}\right)^2 = \varphi^2 V(T_1) + (1 - \varphi)^2 V(T_2) \quad (7)$$

$$V(T_1) = V(\bar{Y}_u) = V\left[E\left(\bar{Y}_u \mid u_1, u_2\right)\right] + E\left[V\left(\bar{Y}_u \mid u_1, u_2\right)\right]$$
where $S_{y_2}^2$ is the population mean square of non-response class at current occasion. Further we assume $S_y^2 = S_{y_2}^2$, and hence the variance of $T_1$ is obtained as

$$V(T_1) = \left[ \left( \frac{1}{u} - \frac{1}{N} \right) + \frac{N_2}{Nu} \right] S_y^2 \quad (8)$$

Similarly,

$$V(T_2) = E(T_2 - \bar{Y})^2 = E\left[ \bar{Y}_m + \beta_{y_1sx} (\bar{x}_n - \bar{x}_m) - \bar{Y} \right]^2$$

$$= \left[ \left( \frac{1}{m} - \frac{1}{n} \right) (1 - \rho^{2}_{y_1sx}) + \left( \frac{1}{n} - \frac{1}{N} \right) \right] S_y^2 \quad (9)$$

Using equations (8) and (9) in equation (7) we get the expression for $V(T)$.

5. Minimum Variance of $T$

Since, variance of $T$ in equation (4) is a function of unknown constant $\phi$, therefore, it is minimized with respect to $\phi$ and subsequently the optimum value of $\phi$ is obtained as

$$\phi_{opt} = \frac{V(T_2)}{V(T_1) + V(T_2)} \quad (10)$$

and substituting the value of $\phi_{opt}$ in equation (9), we get the optimum variance of $T$ as

$$V(T)_{opt} = \frac{V(T_1).V(T_2)}{V(T_1)+V(T_2)} \quad (11)$$

Further substituting the values from equations (5) and (6) in equation (11), the simplified value of $V(T)_{opt.}$ are shown in theorem (5.1).

**Theorem 5.1:** The $V(T)_{opt.}$ is derived as

$$V(T)_{opt.} = \frac{[A_1\mu^2 + A_2\mu + A_3]}{[A_4\mu^2 + A_5\mu + A]} \quad (12)$$
where \( A_1 = \left( \frac{\rho_{yx}^2}{N} - \frac{n}{N^2} \right) \), \( A_2 = \left( \frac{n}{N^2} - \frac{A}{n} \rho_{yx}^2 + \frac{A - 1}{N} \right) \), \( A_3 = A \left( \frac{1}{n} - \frac{1}{N} \right) \),

\[
A_4 = \left( \frac{2n}{N} - \rho_{yx}^2 \right), \quad A_5 = \left( 1 - A - \frac{2n}{N} \right), \quad A = 1 + (f - 1)W, \quad W = \frac{N^2}{N}
\]

and

\[
\mu = \frac{u}{n}
\]

is the fraction of fresh sample taken at second (current) occasion.

Again \( V(T)_{\text{opt.}} \) derived in equation (12) is the function of \( \mu \). To estimate the population mean on each occasion the better choice of \( \mu \) is 1 (case of no matching) while for estimating the change from one occasion to the other, \( \mu \) should be 0 (case of complete matching). But to devise the amicable strategy for both the problems simultaneously, intuition suggests that an optimum choice of \( \mu \) is desired. Hence, in the next section of this problem, an optimum replacement policy for \( \mu \) has been discussed.

### 6. Optimum Replacement Policy

To determine the optimum value of \( \mu \) (fraction of sample to be taken afresh at second occasion) so that \( \bar{Y} \) may be estimated with maximum precision, we minimize \( V(T)_{\text{opt.}} \) in (12) with respect to \( \mu \) and hence we get the optimum value of \( \mu \) as

\[
\hat{\mu} = \frac{-B_2 \pm \sqrt{B_2^2 - 4B_1B_3}}{2B_1} = \mu_0 \text{ (say)} \quad (13)
\]

where \( B_1 = A_1A_5 - A_2A_4 \), \( B_2 = 2AA_1 - 2A_3A_4 \), \( B_3 = AA_2 - A_3A_3 \).

The real value of \( \hat{\mu} \) exists if \( B_2^2 - 4B_1B_3 \geq 0 \). For certain situation, there might be two values of \( \hat{\mu} \) satisfying the above condition, hence to choose a value of \( \hat{\mu} \), it should be remembered that \( 0 \leq \hat{\mu} \leq 1 \). All other values of \( \hat{\mu} \) are inadmissible. In case if both the values of \( \hat{\mu} \) are admissible, we choose the minimum of these two as \( \mu_0 \). Substituting the value of \( \hat{\mu} \) from equation (13) in (12) we have

\[
V(T)_{\text{opt.}} = \frac{\left[ A_1\mu_0^2 + A_2\mu_0 + A_3 \right]}{[A_4\mu_0^2 + A_5\mu_0 + A]} S_y^2 \quad (14)
\]

where \( V(T)_{\text{opt.}} \) is the optimum value of \( T \) with respect to both \( \phi \) and \( \mu \).
7. Efficiency Comparison

The percent relative loss in efficiency of $T$ with respect to the estimator under the same circumstance but in absence of non-response have been obtained to judge the effect of non-response in successive sampling. Let $T^* = \psi T_1^* + (1 - \psi) T_2^*$ be the estimator for estimating $\bar{Y}$ where $T_1^* = \bar{y}_{nu}$, $T_2$ is defined in equation (2) and $\psi$ is an unknown constant to be determined under certain criterion. Since, $T^*$ is an unbiased estimator of $\bar{Y}$ and based on two independent samples, hence covariance term vanishes, therefore, following on the line of Sukhatme et al. (1984) the optimum variance of $T^*$ is given by

$$V(T^*)_{opt} = \frac{C_4 \mu_i^2 + C_2 \mu_i + C_3}{[C_4 \mu_i^2 + C_2 \mu_i + 1]} S_y^2$$

where $\mu_i = \frac{-D_2 \pm \sqrt{D_2^2 - 4D_1D_3}}{2D_1}$, $C_1 = \left(\frac{\rho_{yx}^2}{N} - \frac{n}{N^2}\right)$, $C_2 = \left(\frac{n}{N^2} - \frac{\rho_{yx}^2}{N}\right)$,

$$C_3 = \left(\frac{1}{n} - \frac{1}{N}\right), \quad C_4 = \left(\frac{2n}{N} - \rho_{yx}^2\right), \quad C_5 = -\frac{2n}{N}.$$

$D_1 = C_1 C_5 - C_2 C_4, D_2 = 2C_1 - 2C_3 C_4, D_3 = C_2 - C_3 C_5.$

**Remark 7.1:** $\mu_i$ being the optimum value of $\mu$, so for certain situation there may be two values of $\mu_i$ so while choosing $\mu_i$ we must remember $0 \leq \mu_i \leq 1$. However, if both the values of $\mu_i$ are admissible, we choose the minimum of the two values as $\mu_i$.

The percentage loss in precision of $T^*$ with respect to $T$ both at optimality condition is given by

$$L = \frac{V(T)_{opt} - V(T^*)_{opt}}{V(T)_{opt}} \times 100$$

(16)
Table 1. The percentage loss in precision of $T$ over $T'$ under optimal conditions for different choices of $W$, $\rho_{yx}$, $f$, $n$ and $N$. ($N = 3000$, $n = 300$)

<table>
<thead>
<tr>
<th>$f$</th>
<th>$\rho_{yx}$</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.3318</td>
<td>0.5556</td>
<td>2.76</td>
<td>0.1265</td>
<td>0.5556</td>
<td>1.90</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.4691</td>
<td>0.5834</td>
<td>3.79</td>
<td>0.3624</td>
<td>0.5834</td>
<td>5.31</td>
<td>0.2619</td>
<td>0.5834</td>
<td>5.31</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.5607</td>
<td>0.6250</td>
<td>4.28</td>
<td>0.5002</td>
<td>0.6250</td>
<td>6.94</td>
<td>0.4430</td>
<td>0.6250</td>
<td>8.48</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.6625</td>
<td>0.6964</td>
<td>4.59</td>
<td>0.6304</td>
<td>0.6964</td>
<td>7.94</td>
<td>0.5999</td>
<td>0.6964</td>
<td>10.42</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.1265</td>
<td>0.5556</td>
<td>1.90</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.3624</td>
<td>0.5834</td>
<td>5.31</td>
<td>0.1669</td>
<td>0.5834</td>
<td>4.20</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.5902</td>
<td>0.6250</td>
<td>9.21</td>
<td>0.3885</td>
<td>0.6250</td>
<td>9.21</td>
<td>0.2864</td>
<td>0.6250</td>
<td>8.99</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.6304</td>
<td>0.6964</td>
<td>7.94</td>
<td>0.5708</td>
<td>0.6964</td>
<td>12.24</td>
<td>0.5161</td>
<td>0.6964</td>
<td>14.53</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.6</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.2619</td>
<td>0.5834</td>
<td>5.31</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.4430</td>
<td>0.6250</td>
<td>8.48</td>
<td>0.2864</td>
<td>0.6250</td>
<td>8.99</td>
<td>0.1470</td>
<td>0.6250</td>
<td>5.99</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.5999</td>
<td>0.6964</td>
<td>10.42</td>
<td>0.5161</td>
<td>0.6964</td>
<td>14.53</td>
<td>0.4410</td>
<td>0.6964</td>
<td>15.83</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.6</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>*</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.1669</td>
<td>0.5834</td>
<td>4.21</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td>*</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.3885</td>
<td>0.6250</td>
<td>9.21</td>
<td>0.1918</td>
<td>0.6250</td>
<td>7.26</td>
<td>0.0201</td>
<td>0.6250</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.5708</td>
<td>0.6954</td>
<td>12.24</td>
<td>0.4652</td>
<td>0.6964</td>
<td>15.60</td>
<td>0.3724</td>
<td>0.6964</td>
<td>15.62</td>
<td></td>
</tr>
</tbody>
</table>

Note: * indicates $\mu_0$ does not exist.

Table 2. The percentage relative loss in precision for different randomly chosen values of $\mu_0$, $\mu_1$, $W$, $f$ and $\rho_{yx}$. ($N = 3000$, $n = 300$)

<table>
<thead>
<tr>
<th>$f$</th>
<th>$\rho_{yx}$</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.5</td>
<td>0.83</td>
<td>1.52</td>
<td>2.10</td>
<td>2.56</td>
<td>4.69</td>
<td>6.48</td>
<td>4.43</td>
<td>8.08</td>
<td>11.15</td>
</tr>
<tr>
<td>0.6</td>
<td>0.8</td>
<td>1.50</td>
<td>2.07</td>
<td>2.49</td>
<td>4.55</td>
<td>6.29</td>
<td>4.26</td>
<td>7.78</td>
<td>10.74</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.81</td>
<td>1.48</td>
<td>2.04</td>
<td>2.40</td>
<td>4.39</td>
<td>6.07</td>
<td>4.06</td>
<td>7.41</td>
<td>10.22</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.79</td>
<td>1.45</td>
<td>2.02</td>
<td>2.30</td>
<td>4.20</td>
<td>5.81</td>
<td>3.79</td>
<td>6.93</td>
<td>9.56</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.78</td>
<td>1.43</td>
<td>1.98</td>
<td>2.18</td>
<td>3.98</td>
<td>5.50</td>
<td>3.47</td>
<td>6.34</td>
<td>8.75</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.5</td>
<td>1.52</td>
<td>2.60</td>
<td>3.41</td>
<td>2.56</td>
<td>4.69</td>
<td>6.48</td>
<td>8.08</td>
<td>13.77</td>
<td>17.99</td>
</tr>
<tr>
<td>0.6</td>
<td>1.50</td>
<td>2.57</td>
<td>3.37</td>
<td>2.49</td>
<td>4.55</td>
<td>6.29</td>
<td>7.78</td>
<td>13.26</td>
<td>17.33</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>1.48</td>
<td>2.53</td>
<td>3.32</td>
<td>2.40</td>
<td>4.39</td>
<td>6.07</td>
<td>7.41</td>
<td>12.62</td>
<td>16.49</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>1.45</td>
<td>2.49</td>
<td>3.27</td>
<td>2.30</td>
<td>4.20</td>
<td>5.81</td>
<td>6.93</td>
<td>11.81</td>
<td>15.43</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>1.43</td>
<td>2.45</td>
<td>3.21</td>
<td>2.18</td>
<td>3.98</td>
<td>5.50</td>
<td>6.34</td>
<td>10.80</td>
<td>14.11</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.5</td>
<td>2.10</td>
<td>3.41</td>
<td>4.30</td>
<td>8.69</td>
<td>6.47</td>
<td>10.48</td>
<td>11.15</td>
<td>17.99</td>
<td>22.61</td>
</tr>
<tr>
<td>0.6</td>
<td>2.07</td>
<td>3.37</td>
<td>4.25</td>
<td>8.51</td>
<td>6.29</td>
<td>10.18</td>
<td>10.74</td>
<td>17.33</td>
<td>21.79</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>2.4</td>
<td>3.32</td>
<td>4.19</td>
<td>8.29</td>
<td>6.07</td>
<td>9.82</td>
<td>10.22</td>
<td>16.49</td>
<td>20.73</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>2.01</td>
<td>3.27</td>
<td>4.13</td>
<td>8.04</td>
<td>5.80</td>
<td>9.39</td>
<td>9.56</td>
<td>15.43</td>
<td>19.39</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>1.98</td>
<td>3.21</td>
<td>4.05</td>
<td>7.75</td>
<td>5.50</td>
<td>8.89</td>
<td>8.74</td>
<td>14.11</td>
<td>17.73</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.5</td>
<td>2.60</td>
<td>4.04</td>
<td>4.95</td>
<td>8.01</td>
<td>12.93</td>
<td>15.16</td>
<td>13.77</td>
<td>21.25</td>
<td>25.94</td>
</tr>
<tr>
<td>0.6</td>
<td>2.57</td>
<td>3.99</td>
<td>4.89</td>
<td>7.77</td>
<td>12.04</td>
<td>14.73</td>
<td>13.26</td>
<td>20.46</td>
<td>24.98</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>2.54</td>
<td>3.93</td>
<td>4.82</td>
<td>7.50</td>
<td>11.62</td>
<td>14.21</td>
<td>12.62</td>
<td>19.47</td>
<td>23.77</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>2.49</td>
<td>3.87</td>
<td>4.75</td>
<td>7.18</td>
<td>11.11</td>
<td>13.59</td>
<td>11.81</td>
<td>18.23</td>
<td>22.25</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>2.45</td>
<td>3.80</td>
<td>4.66</td>
<td>6.80</td>
<td>10.52</td>
<td>12.88</td>
<td>10.80</td>
<td>16.66</td>
<td>20.35</td>
<td></td>
</tr>
</tbody>
</table>
8. Discussion

A close perusal of tables 1 and 2 reveals that for all cases, loss in precision is there. The percent relative loss (L) increases as $\rho_{yx}$ increases. Hence, if non-response is considered at current occasion in successive sampling, there is loss in precision. The loss in not much appreciable but certain amount of loss is always there when non-response is taken into account. From table 2 it is observed that relative loss in precision increases with increase in the values of $f$ and $\mu$ for fixed value of $\rho_{yx}$ and W. However, for fixed values of $f$ and $\mu$ and for increasing values of $\rho_{yx}$ and W, values of L decrease.

9. Formulation of Estimator $\Delta$

The estimator $\hat{T}$ proposed in equation (3) utilizes the information only on character under study through the sample values over two occasions, but there may be many situations when besides the information on character under study, information on auxiliary character may also be readily available on both the occasions. Therefore, with this argument, we assume that information on auxiliary character is readily available on both the occasions and is not changing rapidly over time. Under this supposition we propose an estimator of population mean $\tilde{Y}$ considering the problem of non-response only at current occasion. Hence, utilizing the information on auxiliary character $z$ the structure of newly proposed estimator is considered as

$$\Delta = \varphi^* \Delta_1 + \left(1 - \varphi^*\right) \Delta_2$$

where $\Delta_1 = \tilde{y}_u + \beta_{yx} \left(\tilde{Z} - \tilde{z}_u\right)$ and $\Delta_2 = \tilde{y}_m + \beta_{yx} \left(\tilde{z}_n^* - \tilde{x}_m^*\right)$

where $\tilde{y}_u = \frac{1}{u} \sum_{i=1}^{u} \tilde{y}_i$, $\tilde{y}_m = \sum_m^{n} \tilde{y}_m + \beta_{yx} \left(\tilde{Z} - \tilde{z}_m\right)$, $\tilde{z}_n^* = \tilde{x}_n + \beta_{xz} \left(\tilde{Z} - \tilde{z}_n\right)$, $\tilde{x}_m^* = \tilde{x}_m + \beta_{xz} \left(\tilde{Z} - \tilde{z}_m\right)$ and $\varphi^*$ is an unknown constant to be determined under certain criterion. The estimator $\Delta_1$ is based on $u$ units, which are drawn afresh at current occasion such that out of these $u$ units, $u_1$ units respond and $u_2$ units do not respond. Let $u_2$ be the size of subsample drawn from the non-response class in the unmatched portion of the sample on current occasion and the estimator $\Delta_2$ is based on $m$ units, which are retained from previous occasion.
10. Bias and Variance of $\Delta$

**Theorem 10.1:** $\Delta$ is an unbiased estimator of $\overline{Y}$.

**Proof:** Since, $\Delta_1$ and $\Delta_2$ are both difference type estimators and they are unbiased for $\overline{Y}$. The final estimator $\Delta$ is a convex linear combination of $\Delta_1$ and $\Delta_2$, therefore, $\Delta$ is also an unbiased estimator of $\overline{Y}$.

**Theorem 10.2:** Variance of $\Delta$ is obtained as

$$V(\Delta) = \varphi^2 V(\Delta_1) + (1 - \varphi^2) V(\Delta_2)$$

where $V(\Delta_1) = \left(\frac{A^*}{u} - \frac{B}{N}\right)S^2_y$  \hfill (19)

and $V(\Delta_2) = \left[\left(\frac{1}{m} - \frac{1}{N}\right)B + \left(\frac{1}{m} - \frac{1}{n}\right)C\right]S^2_y$  \hfill (20)

where $A^* = 1 - \rho^2_{yx} + fW - W$, $B = 1 - \rho^2_{yx}$ and $C = \rho^2_{yx} (\rho^2_{yx} - 1) + 2\rho_{yx}\rho_{yx} (\rho_{yx} - \rho_{yx})$

**Proof:** Since, the samples are independent the variance of $\Delta$ (ignoring the covariance term) is given by

$$V(\Delta) = E(\Delta - \overline{Y})^2 = \varphi^2 V(\Delta_1) + (1 - \varphi^2) V(\Delta_2)$$

$$V(\Delta_1) = V\left[\overline{y}_u + \beta_{yx} (\overline{Z} - \overline{Z}_u)\right]$$

$$= V\left[E\left[\overline{y}_u + \beta_{yx} (\overline{Z} - \overline{Z}_u)\right]u_1, u_2\right] + E\left[V\left(\overline{y}_u + \beta_{yx} (\overline{Z} - \overline{Z}_u)\right]u_1, u_2\right]$$

$$= V\left(\overline{y}_u + \beta_{yx} (\overline{Z} - \overline{Z})\right) + E\left[u_{y2}^2 (f - 1)S^2_{y2}\right] = \left(\frac{1}{u} - \frac{1}{N}\right)(1 - \rho^2_{yx})S^2_y + \frac{(f - 1)S^2_{y2}}{u} \frac{N_N}{N}$$

where $S^2_{y2}$ is the population mean square of non response class at current occasion. Further we assume $S^2_y = S^2_{y2}$, and hence the variance of $\Delta_1$ is obtained as

$$V(\Delta_1) = \left[\frac{A^*}{u} - \frac{B}{N}\right]S^2_y$$ \hfill (22)
where $A^* = 1 - \rho_{yz}^2 + f W - W$ and $B = 1 - \rho_{yz}^2$

Similarly, $V\left(\Delta_1\right) = E\left[\Delta_1 - \overline{Y} \right]^2$

$$= E\left[\left(y_m - \overline{Y}\right)^2 + \beta_{yz}^2 (x_m - \overline{x}) + 2\beta_{yx} \left(y_m - \overline{Y}\right)(x_m - \overline{x})\right]$$

Taking expectation we get, $V\left(\Delta_1\right)$ as

$$V\left(\Delta_1\right) = \left[\left(\frac{1}{m} - \frac{1}{N}\right)\left(1 - \rho_{yz}^2\right) + \left(\frac{1}{m} - \frac{1}{n}\right)\right] S_y^2$$

Further, we assume $\rho_{xz} = \rho_{yx}$, this is an intuitive assumption, which has also been considered by Cochran (1977) and Feng and Zou (1997).

In the light of above assumptions equation (23) takes the following form, which is given as

$$V\left(\Delta_2\right) = \left[\left(\frac{1}{m} - \frac{1}{N}\right)\left(1 - 2\rho_{yz}\right) + 2\rho_{yx}\rho_{zx} \left(\rho_{yx} - \rho_{zx}\right)\right] S_y^2$$

Taking expectation we get, $V\left(\Delta_2\right)$ as

$$V\left(\Delta_2\right) = \left[\left(\frac{1}{m} - \frac{1}{N}\right)B + \left(\frac{1}{m} - \frac{1}{n}\right)C\right] S_y^2$$

where $B = 1 - \rho_{yz}^2$ and $C = \rho_{zx}^2 \left(\rho_{yz}^2 - 1\right) + 2\rho_{yx}\rho_{yz} \left(\rho_{yz} - \rho_{yx}\right)$.

Now, substituting the values of $V\left(\Delta_1\right)$ and $V\left(\Delta_2\right)$ from equations (22) and (24) in equation (21), we get the $V\left(\Delta\right)$ as in equation (18).

11. Minimum Variance of $\Delta$

Since, variance of $\Delta$ in equation (18) is a function of unknown constant $\phi^*$, therefore, it is minimized with respect to $\phi^*$ and subsequently the optimum value of $\phi^*$ is obtained as

$$\phi^*_{opt} = \frac{V\left(\Delta_2\right)}{V\left(\Delta_1\right) + V\left(\Delta_2\right)}$$
and substituting the value of $\varphi_{\text{opt.}}^*$ in equation (25), we get the optimum variance of $\Delta$ as

$$V(\Delta)_{\text{opt.}} = \frac{V(\Delta_1).V(\Delta_2)}{V(\Delta_1)+V(\Delta_2)}$$  \hspace{1cm} (26)$$

Further substituting the values from equations (19) and (20) in equation (26), the simplified value of $V(\Delta)_{\text{opt.}}$ is shown in theorem (11.1).

**Theorem 11.1:** The $V(\Delta)_{\text{opt.}}$ is derived as

$$V(\Delta)_{\text{opt.}} = \frac{d_1 \mu^2 + d_2 \mu + d_3}{d_4 \mu^2 + d_5 \mu + A^*}$$  \hspace{1cm} (27)$$

where $d_1 = \left( \frac{nB^2}{N^2} + \frac{BC}{N} \right)$, $d_2 = \left( \frac{nB^2}{N^2} + \frac{A^* B}{N} + \frac{A^* C}{n} - \frac{B^2}{N} \right)$, $d_3 = A^* B \left( \frac{1}{n} - \frac{1}{N} \right)$, $d_4 = \left( C + \frac{2Bn}{N} \right)$, $d_5 = \left( W - f W - \frac{2Bn}{N} \right)$ and $\mu = \frac{u}{n}$ is the fraction of fresh sample taken at second (current) occasion.

12. Optimum Replacement Policy

To determine the optimum value of $\mu$ (fraction of sample to be taken afresh at second occasion) so that $\bar{Y}$ may be estimated with maximum precision, we minimize $V(\Delta)_{\text{opt.}}$ in (27) with respect to $\mu$ and hence we get the optimum value of $\mu$ as

$$\hat{\mu} = \frac{-a_2 \pm \sqrt{a_2^2 - 4a_1 a_3}}{2a_1} = \mu^*_0 \text{ (say)}$$  \hspace{1cm} (28)$$

where $a_1 = d_1 d_5 - d_2 d_4$, $a_2 = 2A^* d_1 - 2d_3 d_4$ and $a_3 = A^* d_2 - d_3 d_5$

Since, $a_2^2 - 4a_1 a_3 \geq 0$, two values of $\hat{\mu}$ are possible, hence to choose a value of $\hat{\mu}$, it should be remembered that $0 \leq \hat{\mu} \leq 1$. All other values of $\hat{\mu}$ are inadmissible. In case if both the values of $\hat{\mu}$ are admissible, we choose the minimum of these two as $\mu^*_0$. Substituting the value of $\hat{\mu}$ from equation (28) in (27) we have
\[
V(\Delta)_{opt} = \frac{d_1 \mu^* + d_3 \mu^* + d_3}{d_4 \mu^* + d_4 \mu^* + A^*}
\]

(29)

where \(V(\Delta)_{opt}\) is the optimum value of \(\Delta\) with respect to both \(\varphi^*\) and \(\mu\).

### 13. Efficiency Comparison

The percent relative loss in efficiency of estimator \(\Delta\) with respect to Singh and Priyanka (2006 b) estimator \(\Delta^*\) has been observed. The estimator \(\Delta^*\) is defined under same circumstances as the estimator \(\Delta\), but in absence of non response. The structure of the estimator \(\Delta^*\) is given as

\[
\Delta^* = \psi^* \Delta^*_1 + \left(1 - \psi^*\right)\Delta_2
\]

where \(\Delta^*_1 = \overline{y}_u + \beta_{yz} \left(\overline{z}_u - \overline{z}_1\right)\), \(\Delta_2\) is defined in the structure of the estimator \(\Delta\) and \(\psi^*\) is an unknown constant to be determined under certain criterion. Since, \(\Delta^*\) is an unbiased estimator of \(\overline{Y}\), the optimum variance of \(\Delta^*\) is given by

\[
V(\Delta^*)_{opt} = \frac{\left[t_1 \mu^* + t_2 \mu^* + t_3\right]}{\left[t_4 \mu^* + t_5 \mu^* + B\right]} S^2_y
\]

(30)

where \(\mu^* = \frac{-s_2 \pm \sqrt{s^2 - 4s_1 s_3}}{2s_1}\), \(t_1 = \frac{n B^2}{N^2} + \frac{BC}{N}\), \(t_2 = \left(\frac{BC}{n} + \frac{nB^2}{N^2}\right)\),

\[
t_3 = B^2 \left(\frac{1}{n} - \frac{1}{N}\right), \quad t_4 = \frac{2nB}{N} + C, \quad t_5 = -\frac{2nB}{N}
\]

\[
s_1 = t_1 t_5 - t_2 t_4, s_2 = 2B t_1 - 2t_1 t_4 \quad s_3 = B t_2 - t_2 t_5.
\]

**Remark 13.1:** \(\mu^*_1\) is the optimum value of \(\mu\), so for certain situation there may be two values of \(\mu^*_1\) and while choosing \(\mu^*_1\) we must remember that \(0 \leq \mu^*_1 \leq 1\). However, if both the values of \(\mu^*_1\) are admissible, we choose the minimum of the two values as \(\mu^*_1\).

The percentage loss in precision of \(\Delta\) with respect to \(\Delta^*\) under their respective optimality conditions is given by
\[ L^* = \frac{V(\Delta_{\text{opt.}}^*) - V(\Delta^*_{\text{opt.}})}{V(\Delta_{\text{opt.}}^*)} \times 100 \]  

(31)

Table 3. The percentage loss in precision of \( \Delta \) over \( \Delta^* \) for different choices of \( W, \rho_{yx}. (N = 3000, n = 300, f = 1.5) \)

<table>
<thead>
<tr>
<th>( \rho_{yx} \rightarrow )</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_{yx} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.3</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>*</td>
<td>0.2085</td>
<td>0.5473</td>
<td>3.52</td>
</tr>
<tr>
<td>0.5</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.7</td>
<td>0.9538</td>
<td>0.4970</td>
<td>12.81</td>
</tr>
<tr>
<td>0.9</td>
<td>0.5911</td>
<td>0.3808</td>
<td>22.37</td>
</tr>
<tr>
<td>0.4</td>
<td>0.3</td>
<td>*</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.7</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.9</td>
<td>0.7695</td>
<td>0.3808</td>
<td>37.82</td>
</tr>
<tr>
<td>0.6</td>
<td>0.3</td>
<td>*</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.7</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9272</td>
<td>0.3808</td>
<td>49.24</td>
</tr>
<tr>
<td>0.8</td>
<td>0.3</td>
<td>*</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.7</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.9</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: * indicates \( \mu_{0*} \) does not exist.
Table 4. The percentage loss in precision of $\Delta$ over $\Delta^*$ for different choices of $W$, $\rho_{yx}$. ($N = 3000$, $n = 300$, $f = 2.5$)

<table>
<thead>
<tr>
<th>$\rho_{yx}$</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>$\rho_0$</td>
<td>$\mu_0^*$</td>
<td>$L^*$</td>
</tr>
<tr>
<td>0.2</td>
<td>0.3</td>
<td>*</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.7</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.9</td>
<td>0.9273</td>
<td>0.3808</td>
<td>49.24</td>
</tr>
<tr>
<td>0.4</td>
<td>0.3</td>
<td>*</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.7</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.9</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.6</td>
<td>0.3</td>
<td>*</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.7</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.9</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.8</td>
<td>0.3</td>
<td>*</td>
<td>-</td>
</tr>
<tr>
<td>0.5</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.7</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>0.9</td>
<td>*</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: * indicates $\mu_0^*$ does not exist.

Table 5. The percentage relative loss in precision for different randomly chosen values of $\mu_0^*$, $\mu_1^*$, $W$, $f$, $\rho_{yx}$ and $\rho_{yx}$. ($N = 3000$, $n = 300$)

<table>
<thead>
<tr>
<th>$\rho_{yx}$</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>$\rho_{yx}$</td>
<td>$f = 1.5$, $\mu_0^* = 0.1$, $\mu_1^* = 0.1$</td>
<td>$f = 1.5$, $\mu_0^* = 0.3$, $\mu_1^* = 0.3$</td>
<td>$f = 1.5$, $\mu_0^* = 0.5$, $\mu_1^* = 0.5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.5</td>
<td>1.07</td>
<td>1.02</td>
<td>0.96</td>
<td>5.75</td>
<td>4.82</td>
<td>2.99</td>
<td>5.72</td>
<td>4.82</td>
</tr>
<tr>
<td>0.6</td>
<td>1.24</td>
<td>1.18</td>
<td>1.10</td>
<td>6.76</td>
<td>5.68</td>
<td>3.32</td>
<td>6.76</td>
<td>5.68</td>
<td>3.32</td>
</tr>
<tr>
<td>0.7</td>
<td>1.53</td>
<td>1.45</td>
<td>1.33</td>
<td>8.61</td>
<td>7.28</td>
<td>4.08</td>
<td>8.61</td>
<td>7.29</td>
<td>4.08</td>
</tr>
<tr>
<td>0.8</td>
<td>2.11</td>
<td>1.99</td>
<td>1.78</td>
<td>12.43</td>
<td>10.75</td>
<td>6.03</td>
<td>12.43</td>
<td>10.75</td>
<td>6.03</td>
</tr>
<tr>
<td>0.9</td>
<td>3.74</td>
<td>3.48</td>
<td>2.95</td>
<td>23.21</td>
<td>21.04</td>
<td>12.99</td>
<td>23.21</td>
<td>21.04</td>
<td>12.99</td>
</tr>
<tr>
<td>0.4</td>
<td>0.5</td>
<td>1.92</td>
<td>1.83</td>
<td>1.71</td>
<td>10.19</td>
<td>8.58</td>
<td>5.33</td>
<td>10.19</td>
<td>8.58</td>
</tr>
<tr>
<td>0.6</td>
<td>2.18</td>
<td>2.08</td>
<td>1.92</td>
<td>11.84</td>
<td>9.95</td>
<td>5.82</td>
<td>11.85</td>
<td>9.96</td>
<td>5.82</td>
</tr>
<tr>
<td>0.7</td>
<td>2.64</td>
<td>2.50</td>
<td>2.28</td>
<td>14.70</td>
<td>12.44</td>
<td>6.97</td>
<td>14.70</td>
<td>12.45</td>
<td>6.97</td>
</tr>
<tr>
<td>0.8</td>
<td>3.47</td>
<td>3.27</td>
<td>2.92</td>
<td>20.27</td>
<td>17.54</td>
<td>9.83</td>
<td>20.07</td>
<td>17.54</td>
<td>9.83</td>
</tr>
<tr>
<td>0.9</td>
<td>5.54</td>
<td>5.17</td>
<td>4.39</td>
<td>34.22</td>
<td>31.02</td>
<td>19.16</td>
<td>34.22</td>
<td>31.02</td>
<td>19.16</td>
</tr>
<tr>
<td>0.6</td>
<td>0.5</td>
<td>2.60</td>
<td>2.48</td>
<td>2.32</td>
<td>13.77</td>
<td>11.61</td>
<td>7.20</td>
<td>13.77</td>
<td>11.61</td>
</tr>
<tr>
<td>0.6</td>
<td>2.93</td>
<td>2.79</td>
<td>2.58</td>
<td>15.81</td>
<td>13.29</td>
<td>7.77</td>
<td>15.81</td>
<td>13.29</td>
<td>7.77</td>
</tr>
<tr>
<td>0.8</td>
<td>4.41</td>
<td>4.15</td>
<td>3.71</td>
<td>25.67</td>
<td>22.21</td>
<td>12.45</td>
<td>25.67</td>
<td>22.21</td>
<td>12.45</td>
</tr>
<tr>
<td>0.9</td>
<td>6.62</td>
<td>6.16</td>
<td>5.23</td>
<td>40.65</td>
<td>36.84</td>
<td>22.76</td>
<td>40.65</td>
<td>36.84</td>
<td>22.76</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5</td>
<td>3.16</td>
<td>3.02</td>
<td>2.82</td>
<td>16.71</td>
<td>14.08</td>
<td>8.74</td>
<td>16.71</td>
<td>14.08</td>
</tr>
<tr>
<td>0.6</td>
<td>3.53</td>
<td>3.36</td>
<td>3.11</td>
<td>18.99</td>
<td>15.96</td>
<td>9.33</td>
<td>18.99</td>
<td>15.96</td>
<td>9.33</td>
</tr>
<tr>
<td>0.7</td>
<td>4.11</td>
<td>3.89</td>
<td>3.55</td>
<td>22.75</td>
<td>19.26</td>
<td>10.79</td>
<td>22.76</td>
<td>19.26</td>
<td>10.79</td>
</tr>
<tr>
<td>0.8</td>
<td>5.10</td>
<td>4.81</td>
<td>4.30</td>
<td>29.61</td>
<td>25.62</td>
<td>14.36</td>
<td>29.62</td>
<td>25.62</td>
<td>14.36</td>
</tr>
<tr>
<td>0.9</td>
<td>7.32</td>
<td>6.82</td>
<td>5.79</td>
<td>44.86</td>
<td>40.66</td>
<td>25.12</td>
<td>44.86</td>
<td>40.67</td>
<td>25.11</td>
</tr>
</tbody>
</table>
14. Interpretation of Results

It may be seen from above tables that for all cases the relative percentage loss in precision is observed wherever the optimum value of $\mu$ exists when non-response is taken into account at current occasion. From table 5 it is observed that the loss in precision decreases with the increase in the values of $\rho_{yx}$ whereas increases with the increase in the values of $\rho_{yz}$. For fixed values of $f$, $\mu_0^*$, $\mu_1^*$, $\rho_{yz}$ and $\rho_{yx}$, the values of $L^*$ increases with the increase in the values of $W$. Similarly, for fixed values $W$, $f$, $\rho_{yz}$ and $\rho_{yx}$, the loss in precision increases with the increase in the values of $\mu_0^*$ and $\mu_1^*$, i.e., more the fraction of sample to be drawn at current occasion more loss in precision is observed due to non-response. From the tables it is clear that loss is observed due to the presence of non-response at current occasion, but the structure of estimator is such that the loss is not so appreciable. Hence, in the presence of non-response also the proposed estimator is performing well, so it may be recommended for further use.
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ON THE BIAS REDUCTION IN LINEAR VARIETY OF ALTERNATIVE TO RATIO-CUM-PRODUCT ESTIMATOR

Rajesh Singh, Pankaj Chauhan and Nirmala Sawan

ABSTRACT

This paper proposes a method to reduce the bias appearing in the alternative to ratio-cum-product estimator for estimating finite population mean in sample surveys. The proposed technique is useful in survey sampling, when one auxiliary character has positive and high correlation with the study variable, whereas another auxiliary character has negative and high correlation with it. An empirical study is carried out to show the properties of the proposed estimator.

Keywords: Auxiliary variable, alternative to ratio-cum-product estimator, bias, mean-squared error (MSE).

1. Introduction

Let U be a finite population consisting of N units. (U_1, U_2,...,U_N), where x is positively correlated with y and z is negatively correlated with y. We wish to estimate the population mean \( \bar{Y} = \frac{1}{N} \sum_{i=1}^{N} y_i \) of y, assuming that the population means (\( \bar{X}, \bar{Z} \)) of (x, z) are known. Assume that a simple random sample without replacement (SRSWOR) of size n is drawn from U.

The usual ratio and product estimator for \( \bar{Y} \) are

\[ \bar{Y}_r = \bar{Y} \left( \frac{\bar{X}}{\bar{X}} \right) \]

and

\[ \bar{Y}_p = \bar{Y} \left( \frac{\bar{Z}}{\bar{X}} \right) \]

---
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respectively, where $\bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i$, $\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i$ and $\bar{z} = \frac{1}{n} \sum_{i=1}^{n} z_i$ are the sample means of $y$, $x$ and $z$ respectively.

Singh (1967) improved the ratio and product methods of estimation and suggested the ratio-cum-product estimator for $\bar{Y}$ as

$$\bar{y}_{rp} = \frac{\bar{x}}{\bar{z}}.$$

Using transformation $x_i^* = \frac{(N\bar{x} - nx_i)}{(N-n)}$, $(i=1,2,...,N)$ and $z_i^* = \frac{(N\bar{z} - nz_i)}{(N-n)}$, $(i=1,2,...,N)$.

Srivenkataramana (1980) and Bandyopadhyaya (1980) suggested a dual to ratio and product estimator as

$$t_1 = \frac{\bar{x}^*}{\bar{x}}$$ (1.1)

$$t_2 = \frac{\bar{z}^*}{\bar{z}}$$ (1.2)

where $\bar{x}^* = \frac{(N\bar{x} - nx)}{(N-n)}$, $\bar{z}^* = \frac{(N\bar{z} - n\bar{z})}{(N-n)}$.

Singh et.al.(2005) suggested a dual to the ratio-cum-product estimator as

$$t_3 = \frac{\bar{x}^*}{\bar{x}} \frac{\bar{z}^*}{\bar{z}}$$ (1.3)

Estimator $t_1$, $t_2$ and $t_3$ are biased. In some application bias is disadvantageous. This led authors to suggest almost unbiased estimator of $\bar{Y}$.

2. Linear variety of estimators

Consider $t_0 = \bar{y}$ and $t_1$, $t_2$ and $t_3$ as defined in (1.1)-(1.3), respectively, such that $t_i \in H$, for $i=0,1,2,3$, where $H$ denotes the set of all possible estimators of population mean $\bar{Y}$. The set $H$ is a linear variety if
\[ t = \sum_{i=0}^{3} h_i t_i \in H \]  \\
for \( \sum_{i=0}^{3} h_i = 1 \) and \( h_i \in \mathbb{R} \),  \\
where \( h_i \)’s \( (i=0,1,2,3) \) denote the real constants used for reducing the bias and \( \mathbb{R} \) stands for the set of real numbers.

3. Mean-squared error (MSE)

To obtain the MSE of \( t \), we write
\[
\overline{y} = \overline{Y}(1+e_0), \overline{x} = \overline{X}(1+e_1), \overline{z} = \overline{Z}(1+e_2).
\]
so that
\[
E(e_0) = E(e_1) = E(e_2) = 0, \\
E(e_0^2) = \left(1 - \frac{f}{n}\right) C_y^2, \ E(e_1^2) = \left(1 - \frac{f}{n}\right) C_x^2, \ E(e_2^2) = \left(1 - \frac{f}{n}\right) C_z^2, \\
E(e_0 e_1) = \left(1 - \frac{f}{n}\right) \rho_{yx} C_y C_x, \ E(e_0 e_2) = \left(1 - \frac{f}{n}\right) \rho_{yz} C_y C_z, \\
E(e_1 e_2) = \left(1 - \frac{f}{n}\right) \rho_{xz} C_x C_z.
\]
where \( C_y = \frac{S_y}{\overline{y}}, \ C_x = \frac{S_x}{\overline{x}}, \ C_z = \frac{S_z}{\overline{Z}}, \ f = \frac{n}{N}. \)

Expressing (2.1) in terms of \( e \)'s, we have
\[
t = \overline{Y}(1+e_0) \left[ h_0 + h_1 (1 - ge_1) + h_2 (1 - ge_2)^{-1} + h_3 (1 - ge_1)(1 - ge_2)^{-1} \right] \]  \\
where \( g = \frac{n}{N-n} \).

Assuming that \( |ge_2| < 1 \), so that \( (1 + 0e_1)^x \) is expandable. Thus expanding the right hand side of the above expression (3.1) and retaining terms up to second power of \( e \)'s, we have
\[
t = \overline{Y}(1+e_0) \left[ h_0 + h_1 (1 - ge_1) + h_2 \left( 1 + ge_2 + g^2 e_2^2 \right) + \\
h_3 \left( 1 - ge_1 \right) \left( 1 + ge_2 + g^2 e_2^2 \right) \right] \]  \\
(3.2)
Let us choose

\[ h_1 + h_3 = h \text{ (say, a constant)} \]  
(3.3)

\[ h_2 + h_3 = h^* \text{ (say, a constant)} \]  
(3.4)

Putting values from (3.4), (3.5) into (3.3), we have

\[ (t - \overline{Y}) = \overline{Y} [e_0 - h e_{1} + h^* e_{2}] \]  
(3.5)

Squaring both sides of (3.6) and then taking expectations, we get the MSE of the estimator \( t \), up to the first order of approximation, as

\[
\text{MSE}(t) = \left( \frac{1-f}{n} \right) \overline{Y}^2 \left[ C_y^2 + h^2 g^2 C_x^2 + h^{*2} g^2 C_z^2 - 2h \rho_{x,y} C_y C_x - 2h^* \rho_{x,z} C_x C_z + 2h \rho_{x,z} C_x C_z \right] 
\]  
(3.6)

Differentiating (3.7) with respect to \( h \) and \( h^* \) and equating to zero, we get

\[ h g C_x - h^* g \rho_{x,z} C_x = \rho_{x,y} C_y \]  
(3.7)

and

\[ h g \rho_{x,z} C_x - h^* g C_x = \rho_{y,z} C_y \]  
(3.8)

On solving these, we obtain

\[ h = \frac{C_y (\rho_{y,z} \rho_{x,z} - \rho_{x,y})}{g C_x (\rho_{x,z}^2 - 1)} \]  
(3.9)

and

\[ h^* = \frac{C_y (\rho_{y,z} - \rho_{x,y} \rho_{x,z})}{g C_x (\rho_{x,z}^2 - 1)} \]  
(3.10)

Substitution of (3.10) and (3.11) in (3.7), yields the minimum MSE of \( t \) as

\[
\min \text{MSE}(t) = \left( \frac{1-f}{n} \right) S_y^2 \left[ 1 - R_{y,xz}^2 \right] 
\]  
(3.11)

where

\[ R_{y,xz}^2 = \frac{\rho_{y,z}^2 + \rho_{x,z}^2 - 2 \rho_{x,y} \rho_{y,z} \rho_{x,z}}{1 - \rho_{x,z}^2} \]
The expression (3.12) indicates that, to the first degree of approximation, the proposed linear variety of alternative to ratio-cum-product estimator attains the minimum MSE equal to that of the usual multiple regression estimator (based on two auxiliary characters).

4. Bias reduction process

From (2.2), (3.4), (3.5), (3.10) and (3.11), we have

\[ \sum_{i=0}^{3} h_i = 1 \] \hspace{1cm} (4.1)

\[ h_1 + h_2 = h \] \hspace{1cm} (4.2)

and \[ h_2 + h_3 = h^* \] \hspace{1cm} (4.3)

From (4.1), (4.2), and (4.3), we have four unknowns to be determined from only three equations. It is, therefore, not possible to find a unique value for the real constants \( h_i \)’s \( i = (0,1,2,3) \) to be used for bias reduction. To do so, let us define a new linear constraint as a function of biases in the estimators forming the linear variety as

\[ \sum_{i=0}^{3} h_i B(t_i) = 0 \] \hspace{1cm} (4.4)

where \( B(t_i) \) denotes the bias of the \( i^{th} \) estimator \( t_i \) of population mean. The above system of equations can be rewritten as:

\[
\begin{bmatrix}
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 \\
B(t_0) & B(t_1) & B(t_2) & B(t_3)
\end{bmatrix}
\begin{bmatrix}
h_0 \\
h_1 \\
h_2 \\
0
\end{bmatrix}
=
\begin{bmatrix}
h \\
h^* \\
1 \\
0
\end{bmatrix}
\] \hspace{1cm} (4.5)

It is well known that to the first degree of approximation, the biases of \( t_i (i = 1,2,3) \) are given by –

\[ B(t_i) = -\left(\frac{1-f}{n}\right)\bar{y}g \rho_{xy} C_x C_y \] \hspace{1cm} (4.6)

\[ B(t_2) = \left(\frac{1-f}{n}\right)\bar{y}g \rho_{xz} C_x^2 \] \hspace{1cm} (4.7)
Solving (4.5), we have

\[ h_0 = \frac{-B(t_1) - B(t_2) + B(t_3)}{B(1)(h^* - 1) + B(2)(h - 1) + B(3)(1 - h - h^*)} \] (4.9)

\[ h_1 = \frac{-B(t_1) - B(t_2) + B(t_3)}{B(t_2)(h^* - h) + h^*B(t_3)} \] (4.10)

\[ h_2 = \frac{-B(t_1) - B(t_2) + B(t_3)}{B(t_1)(h - h^*) + h^*B(t_3)} \] (4.11)

\[ h_3 = \frac{-B(t_1) - B(t_2) + B(t_3)}{-h^*B(t_2) - hB(t_1)} \] (4.12)

Using (4.2), (4.3), (4.6) - (4.8) in (4.9) - (4.12), we get the values of \( h_i \)'s \((i = 0,1,2,3)\) which reduces the bias up to the first order of approximation at (2.1).

5. **Empirical study**

The data for the empirical study is taken from natural population data set considered by Singh (1969).

**Population:** (Source: Singh, 1969, p.375).

The data for all 61 blocks of Ahmedabad city, Ward No. 1 taken from 1951 population census are considered. The variables \( y, x \) and \( z \) are the number of females employed, females in services and educated females, respectively. The required parameters are

- \( \bar{Y} = 7.46, \bar{X} = 5.31, \bar{Z} = 179.00, C_y^2 = 0.5046, C_x^2 = 0.5757, C_z^2 = 0.0633, \)
- \( \rho_{yx} = 0.7737, \rho_{yz} = -0.2070, \rho_{xz} = -0.0033. \)
- \( N = 61, n = 20. \)

In table 5.1 the values of scalars \( h_i \)'s \((i = 0,1,2,3)\) are listed.
Table 5.1. Values of scalars $h_i$’s ($i = 0,1,2,3$)

<table>
<thead>
<tr>
<th>Scalars</th>
<th>Population I</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_0$</td>
<td>0.6332</td>
</tr>
<tr>
<td>$h_1$</td>
<td>0.2918</td>
</tr>
<tr>
<td>$h_2$</td>
<td>-0.4872</td>
</tr>
<tr>
<td>$h_3$</td>
<td>0.5550</td>
</tr>
</tbody>
</table>

Using these values of $h_i$’s ($i = 0,1,2,3$) given in table 5.1, one can reduce the bias to the order $o(n^{-1})$ respectively, in the estimator $\bar{t}$ at (2.1).

In table 5.2 percent relative efficiencies (PRE) of $\bar{y}$, $t_1$, $t_2$, $t_3$ and $t$ (min MSE of $t$) are computed with respect to $\bar{y}$.

Table 5.2. PRE of different estimators of $\bar{Y}$ with respect to $\bar{y}$

<table>
<thead>
<tr>
<th>Estimator</th>
<th>PRE ($\bar{\cdot}, \bar{y}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{y}$</td>
<td>100</td>
</tr>
<tr>
<td>$t_1$</td>
<td>214.95</td>
</tr>
<tr>
<td>$t_2$</td>
<td>104.34</td>
</tr>
<tr>
<td>$t_3$</td>
<td>235.76</td>
</tr>
<tr>
<td>$t$</td>
<td>278.09</td>
</tr>
</tbody>
</table>

Table 5.2 clearly indicates that the suggested estimator $t$ in its optimum case is better than the usual unbiased estimator $\bar{y}$, Srivenkataramana (1980) and Bandyopadhyaya (1980) estimator’s $t_1$ and $t_2$ and Singh et.al (2005) estimator $t_3$. 
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ESTIMATING THE PROPORTION OF PEOPLE BEARING A SENSITIVE ISSUE WITH AN OPTION TO ITEM COUNT LISTS AND RANDOMIZED RESPONSE

Sanghamitra Pal

ABSTRACT

Randomized Response (RR) Techniques (RRT) pioneered by Warner (1965) and being developed quite rapidly ever since are well-known as devices for tackling sensitive issues. Item Response Techniques (IRT) of Miller (1985), further being developed by Chaudhuri and Christofides (2006) and others are emerging as alternatives to RRT’s. IRT is popular for its simplicity. So far IRT’s need two independently drawn samples for data generation. Here we present a technique that offers each sampled person an option either to follow a specified RR device or to respond according to an IRT as clarified to him/her. But the option exercised need not be divulged to the investigator. A theory is developed for the estimation of the proportion of people bearing a sensitive characteristic in a given community on selecting samples with unequal probabilities. Unbiased estimation for the variance of the estimators is also provided. Theoretical results are accompanied by a simulation study.

Keywords: Item count method, randomized response, sensitive character, unbiased estimation.

1. Introduction

A Randomized Response (RR) Technique (RRT) is a data collection procedure on sensitive issues protecting privacy to the respondents. RRT was originally formulated by Warner (1965) and its alternate versions have been suggested by various authors including Abul-Ela, Greenberg and Horvitz (1967); Greenberg, Abul-Ela, Simmons and Horvitz (1969); Chaudhuri and Mukerjee (1988); Kuk (1990); Mangat and Singh (1990); Chaudhuri (2001) among others. Another method of indirect questioning called Item Count Technique or Item...
Response Technique (IRT) was reported by Miller (1985), Droitcour et. al. (1991) among others. But this is not as popular despite its simplicity. Here respondents are given a list of behaviours in which the sensitive behaviour is embedded in a list of non-sensitive behaviours. Respondents indicate the number of the behaviours that apply to them rather than answering questions on the actual behaviours. Recently Chaudhuri and Christofides (2006) have given a theoretical foundation of the technique.

In practice we observe that respondent’s reaction to the indirect questioning technique is mixed though IRT is somewhat easier to administer than the RR technique. Some sampled persons feel comfortable with RR techniques. But some respondents like IRT. Here we propose an optional method where each sampled person is given the option either to produce an RR or to report the number of items applicable to him/her as described in the Item Count method without divulging the option exercised. In section 2 and 3 we present the Item Count method and our RRT for a general unequal probability sampling design. The section 4 presents the proposed optional method along with a detailed estimation method. A simulation study along with numerical findings is presented in section 5. Finally we present the conclusions in section 6.

2. Item Count method (or, Item Response Technique)

Let \( U = (1, \ldots, i, \ldots, N) \) denote a population of a known number of \( N \) units.

Let \( \theta_i = 1 \) if the \( i \)th person bears a sensitive characteristic \( A \) =0, he/she bears \( A^C \), the complement of A.

\[ \sum_{i=1}^{N} \theta_i \]

Our problem is to estimate \( \theta_A = \frac{\sum_{i=1}^{N} \theta_i}{N} \). In practice often the values of \( \theta_i \)'s, \( i \in U \) are non-ascertainable. In that situation we shall estimate the unknown \( \theta_i \)'s by an RR technique.

To estimate the unknown proportion \( \theta_A \), we may alternatively employ Item Count Technique. Following Chaudhuri and Christofides (2006), in the item count method two nearly identical lists of behaviours are developed of which \( G > 1 \) items or behaviours of both the lists are innocuous and exactly same. The \( (G+1) \) st item of the first list stands for either the stigmatizing feature \( A \) or any fresh innocuous item (say \( F \)) or both of them (i.e \( A \cap F \)).

In the other list the \( (G+1) \) st item stands for either the complement of the stigmatizing question \( (A^C) \) or the complement of the fresh item (say \( (F^C) \)) or both the complement of the stigmatizing and the complement of the fresh innocuous item (i.e \( (A^C \cap F^C) \)).
Let $F_i = 1$ if the $i^{th}$ person bears the fresh innocuous item $F$ mentioned above,

$= 0$, if the $i^{th}$ person does not bear the item $F$

and $\Theta F_i = 1$ if the $i^{th}$ person bears both the character A and the fresh innocuous item $F$ as above,

$= 0$, if the $i^{th}$ person does not bear either of the character A and the fresh innocuous item as above.

Let two independent samples $s_1$ and $s_2$ be drawn from $U$ with a common sampling design $P$. Respondents of the sample $s_1$ are asked to simply provide the number of behaviours, say $y_i (i = 1, 2, ..., N)$ which apply to them (without indicating the specific behaviours) among the $(G+1)$ items of the first list. Every unit in $s_2$ is presented with the second list of $(G+1)$ items. The number of behaviours applicable for an individual $j$ of the second sample is $x_j$ (say).

Following Chaudhuri and Christofides (2006) and using the Horvitz-Thompson estimation (1952) method, the unknown proportion $\Theta_A$ may be estimated by

$$\hat{\Theta}_A(1) = \frac{1}{N} \sum_{i \in s_1} y_i - \frac{1}{N} \sum_{j \in s_2} x_j + 1 - \Theta_F$$

where $\Theta_F = \frac{1}{N} \sum_{k=1}^{N} F_k$ (which is known) and $\pi_i$, $\pi_j$'s are the first order inclusion probabilities.

Writing the second order inclusion probabilities for a pair of units $i$ and $i'$ ($i \neq i'$) as $\pi_{ii'}$ and recalling from Chaudhuri and Pal (2002) and using Horvitz-Thompson (1952) method of estimation, an unbiased estimator of $V(\hat{\Theta}_A(1))$ is

$$v_p(\hat{\Theta}_A(1)) = \sum_{i < j \in s_2} \left( \frac{\pi_i \pi_j - \pi_{ii'}}{\pi_{ii'}} \right)^2 \left( \frac{y_i - y_j}{\pi_i} \right)^2 + \sum_{i \in s_1} \frac{y_i^2}{\pi_i} \alpha_i$$

$$+ \sum_{j < k} \sum_{i \in s_1} \left( \frac{\pi_i \pi_j - \pi_{ii'}}{\pi_{ii'}} \right)^2 \left( \frac{x_i - x_j}{\pi_i} \right)^2 + \sum_{j \in s_2} \frac{x_j^2}{\pi_j} \alpha_j$$

where $\alpha_i = 1 + \frac{1}{\pi_i} \sum_{j \neq i} \pi_{ij} - \sum_{i=1}^{N} \pi_i$, $\alpha_j = 1 + \frac{1}{\pi_j} \sum_{i \neq j} \pi_{ij} - \sum_{j=1}^{N} \pi_j$. In this case estimated coefficient of variation may be calculated as

$$CV_{est} (IC) = \frac{v_p(\hat{\Theta}_A(1))}{\hat{\Theta}_A(1)}.$$
3. Randomized response (RR) technique

To estimate the proportion of people bearing a sensitive character several RR techniques are there in the literature. But here to cover the above item count values, a special RR technique has been introduced. Let $u$ be a random variable following a discrete uniform distribution $(0, G)$ i.e. $\text{Prob}[u = k] = \frac{1}{G+1}, k = 0,1,\ldots,G$. Then the random variable $u$ takes the values $0,1,\ldots,G$. As his/her RR response, the $i$th individual of the sample $s_i$ will report $I_i = \theta_i + u_i$ where $u_i$ is the value of the random variable $u$. By $E_R$ and $V_R$ we shall denote the expectation and variance operator with respect to the RR device. Thus $E_R(I_i) = \theta_i + \alpha$ where $\alpha$ is the mean of the random variable $u$. Clearly $\alpha = G/2$.

We suppose that $\theta_i$ is not ascertainable for a person $i$ in a sample. Here an RR may be procured as $r_i = I_i - \alpha$ such that (i) $E_R(r_i) = \theta_i$, (ii) $V_R(r_i) = V_r(RR)(> 0)$, (iii) $r_i$'s are independent over $i$ in $U$ and (iv) there exists $v_i$ ascertainable from RR’s such that $E_R(v_i(RR)) = V_v(RR) = \frac{G(G+2)}{12}, i \in U$. Writing $E_P, V_P$ as expectation and variance operators in respect of the design $P$, let us write $E = E_P, E_R = E_R E_P$ and $V = V_P E_R + E_P V_R = E_R V_P + V_R E_P$ where $E$ and $V$ are the overall expectation and the variance operators respectively. Here our proposed estimator is

$$\hat{\theta}_A(2) = \frac{1}{N} \sum_{i \in U} \frac{r_i}{\pi_i}.$$ It may be estimated by

$$\nu(\hat{\theta}_A(2)) = \left( \sum_{i<j} \sum_{a} \left( \frac{\pi_i \pi_j}{\pi^2_{ij}} \right) \frac{(r_i - \bar{r}_i)(r_j - \bar{r}_j)}{\pi_i} \right)^2 + \sum_{i} \sum_{j} \frac{r_i^2}{\pi_i} \alpha_i + \sum_{i} \frac{v_i}{\pi_i}.$$

The term $\alpha_i$ is defined in our Section 2. Estimated coefficient of variation here is $\text{CV}_{\text{est}}(\text{RR}) = \frac{\nu(\hat{\theta}_A(2))}{\hat{\theta}_A(2)}$. 

4. Suggested Optional technique

Here each respondent selected in the sample has either of the following two options:
(i) He/she can provide the Randomized Response (RR)
Or, (ii) the respondent can report the number of items applicable to him/her using the Item Count Technique.

Each individual will give out his/her item count value without disclosing whether he/she is doing so or follow the instructions as described in the RR device. Two independent samples $s_1$ and $s_2$ have been drawn for our proposed Optional technique. It is supposed that $i$th respondent of the sample $s_1$ chooses to give out the randomized response (RR) $I_i$ with probability $c_i (0 \leq c_i \leq 1)$ (which is unknown) or the item count value $(y_i)$ with probability $(1-c_i)$, $i \in U$.

For his/her RR value $i$th respondent will report the value $I_i = \theta_i + u_i$ where $u_i$ is the value of the random variable $u$. Two independent responses may be gathered from each individual.

Let the first response of the $i$th person of the sample $s_1$ denoted as $z_{1i}$ be defined as

$$z_{1i} = \theta_i + u_i = I_i$$

with an unknown positive probability $c_i$ or

$$z_{1i} = y_i$$

with the complementary probability $(1-c_i)$, $i = 1, 2, \ldots, N$.

A second independent response from each respondent $i$ of the sample $s_1$ is also requested either to apply the RR device or to apply the item count technique. Denoting the second independent response of a sampled person $i$ as $z_{2i}$ we may write

$$z_{2i} = \theta_i + u'_i = I'_i$$

with an unknown positive probability $c_i$ or

$$z_{2i} = y_i$$

with the complementary probability $(1-c_i)$, $i = 1, 2, \ldots, N$ where $u'_i$ is the value of the random variable $u$ with a fresh independent draw.

Writing $E_R$ and $V_R$ as the operators for expectation and variance with respect to any RR device we may write $E_R(z_{1i}) = (\theta_i + \alpha)c_i + (1-c_i)y_i = E_R(z_{2i})$

Let,

$$z_i = \frac{z_{1i} + z_{2i}}{2}$$

then

$$E_R(z_i) = (\theta_i + \alpha)c_i + (1-c_i)y_i = E_R(z_{1i}) = E_R(z_{2i}).$$

Defining $v_i = \frac{(z_{1i} - z_{2i})^2}{4}$, we also may write

$$E_R(v_i) = V_R(z_i) = V_i = V_R(z_{1i}) = V_R(z_{2i}).$$
Each respondent selected in the sample $s_2$ has either of the following two options:

(i) To make our procedure convenient the respondent numbered $i$ of the sample $s_2$ is being requested to report the value $1 + u_i - F_i$ as he/she chooses RR method

Or, (ii) he/she will report the value $x_i$ (of section 2) as obtained by item count method. A second independent response is also requested from $i$th respondent of the sample $s_2$. Denoting their two responses by $z_{1i}$ and $z_{2i}$, we may write

$$E_R(z_{1i}) = (1 + \alpha - F_i) c_i + (1 - c_i) x_i = E_R(z_{2i}) .$$

Let, \[ z_i' = \frac{z_{1i}' + z_{2i}'}{2}, \ v_i' = \frac{(z_{1i}' - z_{2i}')^2}{4} \ \text{then} \]

$$E_R(z_i') = E_R(z_{1i}') = E_R(z_{2i}')$$

and \[ E_R(v_i') = V_R(z_i') = V_i' = V_R(z_{1i}') = V_R(z_{2i}') . \]

In practical situation $G$ is only $4$ or $5$. So for both the responses $z_{1i}$ and $z_{2i}$ (or, $z_{1i}'$ and $z_{2i}'$) of a particular individual the RR values may be same.

Define \[ e_1 = \frac{1}{N} \sum_{i=1}^{N} \frac{z_{1i}}{\pi_i} \text{ and } e_2 = \frac{1}{N} \sum_{i=1}^{N} \frac{z_{2i}'}{\pi_i} \]

Now,

$$E(e_1) = E_R(e_1) = \frac{1}{N} \sum_{i=1}^{N} [(\theta_i + \alpha)c_i + (1 - c_i) x_i]$$

$$E(e_2) = E_R(e_2) = \frac{1}{N} \sum_{i=1}^{N} [(1 + \alpha - F_i)c_i + (1 - c_i) x_i] .$$

Writing \[ A^C \cup F^C = (A \cap F)^C \] and using De-Morgan’s law for the indicator function, we may write

$$E(e_1) - E(e_2) = \frac{1}{N} \left[ (\theta_i + \alpha)c_i - (1 + \alpha - F_i)c_i + (1 - c_i) \{ \theta_i + F_i - \theta_iF_i - (1 - \theta_iF_i) \} \right]$$

$$= \frac{1}{N} \left[ \sum \theta_i + \sum F_i - N \right] = \theta_\alpha + \theta_F - 1$$

$$\sum_{i=1}^{N} F_i$$

where \[ \theta_F = \frac{\sum_{i=1}^{N} F_i}{N} \] which is known. Hence our proposed estimator is
\( \hat{\theta}_A(3) = e_1 - e_2 - \theta_F + 1 \). The variance of the proposed estimator is

\[
V(\hat{\theta}_A(3)) = V(e_1) + V(e_2)
\]

where

\[
V(e_1) = E_R V_p(e_1) + V_R E_p(e_1).
\]

and

\[
V(e_2) = E_R V_p(e_2) + \sum V_i.
\]

Our proposed unbiased estimator of \( V(\hat{\theta}_A(3)) \) is

\[
v(\hat{\theta}_A(3)) = v_p(e_1) + \sum_{i \in s_1} \frac{v_i}{\pi_i} + v_p(e_2) + \sum_{i \in s_2} \frac{v_i^'}{\pi_i}
\]

Recalling from Chaudhuri and Pal (2002), \( v(e_1) \) and \( v(e_2) \) may be written as

\[
v_p(e_1) = \sum_{i < j \in s_1} \left( \frac{\pi_i \pi_j - \pi_{ij}}{\pi_{ij}} \right) \left( \frac{z_i}{\pi_i} - \frac{z_j}{\pi_j} \right)^2 + \sum_{i \in s_1} \frac{z_i^2}{\pi_i} \alpha_i
\]

and \( v_p(e_2) = \sum_{i < j \in s_2} \left( \frac{\pi_i \pi_j - \pi_{ij}}{\pi_{ij}} \right) \left( \frac{z_i^'}{\pi_i} - \frac{z_j^'}{\pi_j} \right)^2 + \sum_{i \in s_2} \frac{z_i^{'2}}{\pi_i} \alpha_i \)

For this ORR situation the estimated CV is \( CV_{est} \) (Optional) = \( \frac{v(\hat{\theta}_A(3))}{\hat{\theta}_A(3)} \).

5. Simulation study

The two methods, RR and the Item Count of asking indirect questions about sensitive behaviours had different strengths and weaknesses. In this paper we are adopting an ORR technique that combines aspects of both RR and the Item count method.

In order to examine the magnitude of gain in relative efficiency of the proposed ORR procedure over RR and the Item count method, an empirical study was undertaken. Addiction to the cocaine among students was the sensitive topic chosen for our empirical study. Two lists \( L_1 \) and \( L_2 \) have been prepared for the samples \( s_1 \) and \( s_2 \) respectively.

The list \( L_1 \) consists of the following questions:

1. Is your birthday is in June
2. Do you have any brother and sister
3. Rode a bicycle without helmet.
4. Monthly income of the family to which he/she belongs is greater than 40,000 in Indian rupees.

5. The last or (G+1) st question consists of either used cocaine regularly one or more times (A) or liked coffee very much (F) or both A \cap F.

The list \( L_2 \) consists of the following questions:

The first four questions 1), 2), 3) and 4) will be same as earlier. The last or (G+1) st question is never used cocaine (\( A^C \)) or did not like coffee (\( F^C \)) or did not take cocaine and did not like coffee. Each individual of the sample \( s_1 \) and \( s_2 \) is being presented the lists \( L_1 \) and \( L_2 \) respectively. Each of them is being asked the question “how many of the things in this list are applicable for you?”

We consider a population of \( N=109 \) students from a medical college of the city Calcutta with the known values \( l_i \) and the unknown values \( \theta_i \) for \( i = 1,2,\ldots,N \). Here \( \theta_i = 1 \) if \( i \) th person (student) had habit of using cocaine in any form, one or more times and \( \theta_i = 0 \) else.

\( l_i \) = the per capita expenditure in Indian Rupees incurred in the household to which \( i \) belongs —this is the size measure used in choosing a sample of the medical students. Here \( G \) is taken as 4. In this survey the respondents are asked in a face-to-face interview to “report the number of items you feel appropriate” among the five items.

5.1. Sampling Scheme

The problem addressed is to estimate \( \theta_A = \frac{\sum_{i=1}^{N} \theta_i}{N} \). In order to estimate \( \theta_A \) we employ the scheme of sample selection given by Hartley and Rao (1962) using the size measure as \( l_i \). Here the units in a population are first randomly permuted. Then, from the permuted vector of labeled units two probability proportionate to size (PPS) circular systematic samples (CSS) are chosen in \( n_1 \) and \( n_2 \) draws respectively, with \( n_1 's \) as the intended sample sizes, provided \( n_1 p_i < 1 \) and \( n_2 p_i < 1 \forall i \in U \), \( p_i = \frac{l_i}{\sum_{j=1}^{N} l_j} \).

Two samples \( s_1 \) and \( s_2 \) of the sizes \( n_1 = 39 \) and \( n_1 = 31 \) have been drawn from the population \( U \). Each individual of each sample is being requested to employ procedures as mentioned in the above Item count method, RR method and
the Optional method. We add Table 1 below to present our simulation-based study of the estimated coefficient of variations (CV_{est}).

**Table 1. Performance characteristics based on different methods**

<table>
<thead>
<tr>
<th>Methods</th>
<th>100(CV_{est})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item count (IC) method</td>
<td>12.6</td>
</tr>
<tr>
<td>Randomized response (RR) method</td>
<td>38.4</td>
</tr>
<tr>
<td>Optional method</td>
<td>8.6</td>
</tr>
</tbody>
</table>

6. Conclusion

There are two existing estimation methods (Item Count and Randomized Response) to estimate $\theta_A$ for complex survey data. A new method has been proposed in the paper where one can give an option for Item Count method or Randomized Response method so that the respondent can choose the option according to his/her choice. There is a rich growth of literature on randomized response (RR) procedure. Any RR device may be used here for which the RR values cover the ranges of Item count values.

As far as the CV criterion is concerned, it is shown that the optional method gives better estimate than the other two existing methods.
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EFFICIENT ESTIMATION USING DEEP-POST STRATIFICATION UNDER TWO WAY R X R SET-UP

Manish Trivedi\textsuperscript{1} and D. Shukla\textsuperscript{2}

ABSTRACT

This paper presents an estimation strategy for the population mean assuming a \( r \times r \) deeply stratified population using a technique deep – post - stratification. If it assumed here that size of each strata is unknown along with unknown frame. The only known information is proportion of row and column size totals of deep – stratification. An efficient estimator is proposed and its optimum properties are examined. A relative comparison of efficiencies is incorporated. It is concluded that fifty percent of the sum of rows – size – total properties and same of column – size – total proportions and same of column – size – total proportions provides an easy choice of unknown constant. An empirical study is made over obtained results showing a highly significant gain while using technique of deep – post – stratification. Approximate expression of mean square error (MSE) is Derived for this set-up.

\textbf{Keywords}: Post - stratifications, SRSWOR, Optimal, Deep – Stratification.

1. Introduction

When a population is assumed stratified according to the \( r \) levels of an attribute and every level is further stratified as per \( r \) levels of another attribute then it constituted a two way \( r \times r \) deep – stratified set – up studied by Bryant (1955). For selecting a random sample, it is necessary to have knowledge of complete frames of each strata in a stratified sampling set-up. Suppose, if strata sizes are known but list of units as per each stratum are absent then estimation has a difficulty under deep stratified set-up. This motivates to utilize the post-stratification sampling technique for estimating the population mean. According
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to Sukhatme [(1984), pp.134] the post-stratification with a large sample size is almost as precise as stratified sampling with proportional allocation. Further, suppose sizes of all \( r \times r \) strata are also not available along with frames, rather only pooled information about their row and columns size totals are given, then to take be the estimation the estimation aspect of population mean is considered in this paper by establishing a deep-post-stratification scheme. Some useful contributions on post-stratification are Holt and Smith (1979), Jagers, Oden, and Trulsson (1985) and Jagers (1986). Bryant, Hartley and Jessen (1960) have proposed a technique to estimate the population mean when the sample is not large enough to provide an allocation to each stratum of a two-way stratified setup. Let stratum wise frames and sizes both are not available but their row-sizes and column-size proportions of totals are known. To utilize this information in the estimation aspect of a population mean is considered in this paper.

2. Notations

We assume herein a \( r \times r \) deeply stratified population of size \( N \). Let \( Y_{ijk} \) be the \( k^{th} \) value of \( (i, j)^{th} \) strata, having size \( N_{ij} \) of a variable \( Y \) under study \( (i = 1, 2, \ldots r, j = 1, 2, \ldots r \) and \( k = 1, 2, \ldots N_{ij} \) ). We draw a large sample \( n \) by SRSWOR and deep post-stratified into \( n_{ij} \) units such that \( n_{ij} \) comes from \( N_{ij} \left( \sum_{i=1}^{r} \sum_{j=1}^{r} N_{ij} = n \right) \).

Further, let \( \bar{Y}_{ij} \) is the mean and \( S_{ij}^2 \) is the population mean square of \( (i,j)^{th} \) strata. Also, \( \bar{Y} \) and \( S^2 \) are population mean and population mean square whereas \( \bar{y}_{ij} \) and \( \bar{y} \) are sample means based on \( n_{ij} \) and \( n \) units respectively. Moreover \( N_i \left( = \sum_{j=1}^{r} N_{ij} \right) \), \( N_j \left( = \sum_{i=1}^{r} N_{ij} \right) \), \( n_i \left( = \sum_{j=1}^{r} n_{ij} \right) \) and \( n_j \left( = \sum_{i=1}^{r} n_{ij} \right) \) are row and column –size – totals while \( \bar{Y}_{i}, \bar{Y}_{j}, \bar{y}_{i}, \bar{y}_{j} \) are population and sample means based on them.

2.1. Some results

Let \( W_q = \left( \frac{N_q}{N} \right), W_i = \left( \frac{N_i}{N} \right), W_j = \left( \frac{N_j}{N} \right), p_q = \left( \frac{n_q}{n} \right), p_i = \left( \frac{n_i}{n} \right), \)
and \( p_{ij} = \left( \frac{n_j}{n} \right) \). Assume the sample \( n \) is large enough, with respect to \( r \times r \) stratification, in order to strongly support followings:

\[
\begin{align*}
p_{ij} &= W_{ij} \left( 1 + \epsilon_{ij} \right) \\
p_{ij} &= W_{ij} \left( 1 + \epsilon_{ij} \right) \\
p_{ij} &= W_{ij} \left( 1 + \epsilon_{ij} \right)
\end{align*}
\] (2.1.1)

Where \( E[\epsilon_{ij}] = E[\epsilon_{ij}] = E[\epsilon_{ij}] = 0; \ i \neq i', \ j \neq j' = 1,2,\ldots,r \)

And \( E[p_{ij}] = W_{ij}, \ E[p_{ij}] = W_{ij}, \ E[p_{ij}] = W_{ij} \) (2.1.2)

Moreover,

\[
\begin{align*}
E[\epsilon_{ij}^2] &= \frac{V[p_{ij}]}{W_{ij}^2} = \left( \frac{1}{W_{ij}^2} \right) \left[ \frac{(N - n)W_{ij}(1 - W_{ij})}{(N - 1)n} \right] \\
E[\epsilon_{ij}^2] &= \frac{V[p_{ij}]}{W_{ij}^2} = \left( \frac{1}{W_{ij}^2} \right) \left[ \frac{(N - n)W_{ij}(1 - W_{ij})}{(N - 1)n} \right] \\
E[\epsilon_{ij}^2] &= \frac{V[p_{ij}]}{W_{ij}^2} = \left( \frac{1}{W_{ij}^2} \right) \left[ \frac{(N - n)W_{ij}(1 - W_{ij})}{(N - 1)n} \right] \\
E[\epsilon_{ij}, \epsilon_{ij}] &= \frac{Cov[p_{ij}, p_{ij}]}{W_{ij}^2} = -\left( \frac{1}{W_{ij} W_{ij}} \right) \left[ \frac{(N - n)W_{ij} W_{ij}}{(N - 1)n} \right] \\
E[\epsilon_{ij}, \epsilon_{ij}] &= \frac{Cov[p_{ij}, p_{ij}]}{W_{ij}^2} = -\left( \frac{1}{W_{ij} W_{ij}} \right) \left[ \frac{(N - n)W_{ij} W_{ij}}{(N - 1)n} \right] \\
E[\epsilon_{ij}, \epsilon_{ij}] &= \frac{Cov[p_{ij}, p_{ij}]}{W_{ij}^2} = -\left( \frac{1}{W_{ij} W_{ij}} \right) \left[ \frac{(N - n)W_{ij} W_{ij}}{(N - 1)n} \right] \\
V[p_{ij}] &= \left[ \frac{(N - n)}{(N - 1)} \cdot \frac{W_{ij}(1 - W_{ij})}{n} \right] \\
V[p_{ij}] &= \left[ \frac{(N - n)}{(N - 1)} \cdot \frac{W_{ij}(1 - W_{ij})}{n} \right]
\end{align*}
\] (2.1.3-2.1.10)
\[ \text{Cov}[p_i, p_j] = - \left[ \frac{(N - n) W_i W_j}{(N - 1)n} \right] \]  

**Theorem 2.1**

Using (2.1.1) and avoiding terms of higher order, an approximate results, for \( j \neq j' \), is

(a) \[ E \left[ \frac{p_{y'}}{p_{yj}} \right] = \frac{W'_{yj}}{W_{yj}} \left[ 1 + \frac{\text{Var}(p_{yj})}{W^2_{yj}} - \frac{\text{Cov}(p_{yj}, p_y)}{W_{yj} W'_{yj}} \right] \]

(b) \[ E \left[ \frac{p^2_{y'}}{p_{yj}} \right] = \frac{W^2_{yj}}{W_{yj}} \left[ 1 + \frac{\text{Var}(p_{yj})}{W^2_{yj}} + \frac{\text{Var}(p_y)}{W^2_{yj}} - \frac{2 \text{Cov}(p_{yj}, p_y)}{W_{yj} W'_{yj}} \right] \]

(c) \[ E \left[ \frac{p_{y'} p_{y'ij}}{p_{yj}} \right] = \frac{W_{y'} W_{y'ij}}{W_{yj}} \left[ 1 + \frac{\text{Var}(p_{yj})}{W^2_{yj}} + \frac{\text{Cov}(p_{y'ij}, p_y)}{W_{yj} W'_{yj}} - \frac{\text{Cov}(p_{y'ij}, p_{y'j})}{W_{yj} W'_{yj}} - \frac{\text{Cov}(p_{yj}, p_{y'})}{W_{yj} W'_{yj}} \right] \]

**Proof:** (a) \[ E \left[ \frac{p_{y'}}{p_{yj}} \right] = E \left[ \frac{W'_{yj}}{W_{yj}} \left( 1 + \varepsilon_{yj} \right) \right] = \frac{W'_{yj}}{W_{yj}} \left[ \frac{1 + \varepsilon_{yj}}{1 + \varepsilon_{yj}} \right] = \frac{W'_{yj}}{W_{yj}} \left[ \frac{1 + \varepsilon_{yj} - \varepsilon_{yj} + \varepsilon^2_{yj} \ldots \ldots}{1 + \varepsilon_{yj} - \varepsilon_{yj} + \varepsilon^2_{yj} \ldots \ldots} \right] = \frac{W'_{yj}}{W_{yj}} \left[ 1 + \varepsilon_{yj} - \varepsilon_{yj} + \varepsilon^2_{yj} \ldots \ldots \right] \]

On avoiding all higher order terms \( \left[ \varepsilon_{yj} \right] \) for \( (r + s) > 2 \), we have

\[ = \frac{W'_{yj}}{W_{yj}} \left[ 1 + E(\varepsilon^2_{yj}) - E(\varepsilon_{yj} \varepsilon_{yj}) \right] \]

(b) \[ E \left[ \frac{p^2_{y'}}{p_{yj}} \right] = E \left[ \frac{W^2_{yj}}{W_{yj}} \left( 1 + \varepsilon_{yj} \right)^2 \right] \]
\[= \frac{W^2}{W_y} E \left[ (1 + \varepsilon_y) (1 + \varepsilon_y) \right] \]

\[= \frac{W^2}{W_y} E \left[ (1 + \varepsilon_y^2) (1 - \varepsilon_y + \varepsilon_y^2 \ldots) \right] \]

\[= \frac{W^2}{W_y} E \left[ (1 + \varepsilon_y^2 + 2\varepsilon_y - \varepsilon_y - 2\varepsilon_y\varepsilon_y + \varepsilon_y^2 \ldots) \right] \]

On avoiding all higher order terms \([\varepsilon_y] (\varepsilon_y)^r \) for \((r + s) > 2\), we have

\[= \frac{W^2}{W_y} \left[ 1 + E(\varepsilon_y^2) + E(\varepsilon_y^3) - 2E(\varepsilon_y \varepsilon_y) \right] \]

\[= \frac{W^2}{W_y} \left[ 1 + \frac{Var(p_y)}{W_y^2} + \frac{Var(p_y)}{W_y^2} - \frac{2Cov(p_y p_y)}{W_y W_y'} \right] \]

\[= \frac{W_{ij}}{W_y} E \left[ (1 + \varepsilon_{ij}) (1 + \varepsilon_{ij}) (1 + \varepsilon_{ij}) (1 + \varepsilon_{ij}) (1 - \varepsilon_y + \varepsilon_y^2 \ldots) \right] \]

On avoiding terms \([\varepsilon_y] (\varepsilon_y)^r (\varepsilon_{ij}) \) for \((r + s + t) > 2\), we have

\[= \frac{W_{ij}}{W_y} \left[ 1 + E(\varepsilon_y^2) + E(\varepsilon_{ij} \varepsilon_{ij}) - E(\varepsilon_y \varepsilon_{ij}) - E(\varepsilon_y \varepsilon_y) \right] \]

\[= \frac{W_{ij}}{W_y} \left[ 1 + \frac{Var(p_y)}{W_y^2} + \frac{Cov(p_{ij} p_{ij})}{W_{ij} W_{ij'}} - \frac{Cov(p_{ij} p_{ij})}{W_y W_y'} - \frac{Cov(p_{ij} p_{ij})}{W_y W_y'} \right] \]
2.2. Some denotations

\[
A_{y(i')j} = E\left[\frac{p_{y'i}}{p_{yj}}\right], \quad B_{y(i')j} = E\left[\frac{p_{y'i}^2}{p_{yj}}\right], \quad C_{y(i'j')} = E\left[\frac{p_{y'i}p_{y'j'}}{p_{yj}}\right],
\]

\[
D_{ij} = E\left[\frac{1}{n_{ij}}\right] = \frac{1}{nW_{ij}} + \frac{(N-n)}{(N-1)} \frac{1-W_{ij}}{n^2} W_{ij}^2
\]

\[
F_{i} = E\left[\frac{p_{i}^2}{N_{i}}\right] = \left(\frac{1}{N_{i}}\right) \left(\frac{(N-n) W_{i}(1-W_{i})}{(N-1)n} + W_{i}^2\right)
\]

\[
F_{j} = E\left[\frac{p_{j}^2}{N_{j}}\right] = \left(\frac{1}{N_{j}}\right) \left(\frac{(N-n) W_{j}(1-W_{j})}{(N-1)n} + W_{j}^2\right)
\]

\[
F_{ij} = E\left[\frac{p_{i}p_{j}}{N_{ij}}\right] = \left(\frac{1}{N_{ij}}\right) \left\{\text{Cov}(p_{i}, p_{j}) + E(p_{i}) E(p_{j})\right\}
\]

\[
M_{i} = \sum_{j=1}^{r} Y_{ij}, \quad M_{j} = \sum_{i=1}^{r} Y_{ij},
\]

3. An estimation strategy

To recall, underlying assumptions here are:
(a) A two-way set-up of r x r stratified population N exists;
(b) frame of N units is available (with respect to any non-stratifying variable) but not the size and frame of each stratum for the criteria of deep-stratification;
(c) sample size n is sufficiently large to have a good representation of r x r;
(d) Although \( W_{ij} \) is unknown but information about \( W_{i} \) and \( W_{j} \) available by some other sources.

To estimate \( \bar{Y} \), a “Deep-Post-Stratified” estimator is

\[
\bar{y}_{gps} = \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} \bar{y}_{ij}
\]  \hspace{1cm} (3.1)

Where, \( W_{ij} = \left[ (\alpha / 2) \{ p_{i} + W_{i} \} + ((1 - \alpha) / 2) \{ p_{j} + W_{j} \} \right] \)

Here \( \alpha \) is a suitable chosen constant such that \( 0 \leq \alpha \leq 1 \).
3.1. Motivation and justification

I. The usual post-stratified and sample mean estimators for a $r \times r$ set-up, with known $W_{ij}$ are

$$\bar{y}_{ps} = \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} \bar{y}_{ij}$$  \hspace{1cm} (3.2.1)

$$\bar{y} = \left( \frac{1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} n_{ij} \bar{y}_{ij}$$  \hspace{1cm} (3.2.2)

When information of $W_{i.}$ and $W_{.j}$ are available but information about $W_{ij}$'s are absent the usual estimator (3.2.1) fails to perform estimation and one has to choose (3.2.2).

II. The information of $W_{i.}$ and $W_{.j}$ are common to be known priory like a university has $p_1$ proportion of meritorious students, $p_2$ average students and $p_3$ below average student ($p_1 + p_2 + p_3 = 1$) whereas same institution may with a proportion of $p_4$ students from poor families, $p_5$ from middle class and $p_6$ from rich class ($p_4 + p_5 + p_6 = 1$). This does not provide details of $N_{ij}$ in $3 \times 3$ set-up, so the usual estimator (3.2.1) possess a severe limitation.

III. Consider a telephone directory of $N$ phone-holders in a city. From past record, guess, pilot survey, or otherwise information available that 40% businessman, 30% serviceman, 20% private doctors and 10% others are telephone – owners, whereas 40% postgraduates, 30% graduates, 20% secondary – educated and 10% Metric-educated are phone-owners in the city. This information needs to be utilized.

IV. A proper and intelligent utilization of known $W_{i.}$ and $W_{.j}$ in the construction of estimator, has motivated to propose estimator $\bar{y}_{gdps}$.

V. A logic for $W_{\alpha ij}$ is to choose a fraction of size of row and column-totals both, in the construction of estimator which is decided by a suitable selection of the constant $\alpha$. A contribution by Agarwal and Panda (1993) support the motivations for choosing $W_{\alpha ij}$ in the present form.

3.2. Special estimators

(I) At $\alpha = 1$, $W_{1ij} = (1/2) [p_i + W_{i.}]$
\[ \left( \overline{y}_{\text{gdp}} \right)_1 = \sum_{i}^{\ell} \sum_{j}^{r} W_{ij} \overline{y}_{ij} \]  

(3.2.3)

(II) At \( \alpha = 0 \), \( W_{0ij} = \frac{1}{2} \left[ p_j + W_j \right] \)

\[ \left( \overline{y}_{\text{gdp}} \right)_0 = \sum_{i}^{\ell} \sum_{j}^{r} W_{0ij} \overline{y}_{ij} \]  

(3.2.4)

(III) At \( \alpha = \frac{1}{2} \), \( W_{1/2ij} = \frac{1}{4} \left[ \{p_i + W_i\} + \{p_j + W_j\} \right] \)

\[ \left( \overline{y}_{\text{gdp}} \right)_{1/2} = \sum_{i}^{\ell} \sum_{j}^{r} W_{1/2ij} \overline{y}_{ij} \]  

(3.2.5)

Here \( \left( \overline{y}_{\text{gdp}} \right)_1 \) is purely based on row-totals pf strata size, \( \left( \overline{y}_{\text{gdp}} \right)_0 \) on column-totals and \( \left( \overline{y}_{\text{gdp}} \right)_{1/2} \) is on an average of these two.

**Theorem 3.1**

The estimator \( \overline{y}_{\text{gdp}} \) is biased for \( \overline{Y} \).

**Proof:** Denote \( E \left[ (\cdot)/n_{ij} \right] \) as a conditional expectation given \( n_{ij} \).

\[
E \left( \overline{y}_{\text{gdp}} \right) = E \left[ E \left[ \frac{\left( \overline{y}_{\text{gdp}} \right)}{n_{ij}} \right] \right] \\
= E \left[ \sum_{i=1}^{\ell} \sum_{j=1}^{r} W_{aij} E \left( \overline{y}_{ij} \right) / n_{ij} \right] \\
= \sum_{i=1}^{\ell} \sum_{j=1}^{r} E(W_{aij}) \overline{Y}_{ij} \\
= \sum_{i=1}^{\ell} \sum_{j=1}^{r} \left[ \alpha \left( \frac{N_i}{N} \right) + (1 - \alpha) \left( \frac{N_j}{N} \right) \right] \overline{Y}_{ij} \\
= \bar{Y} + [\alpha V_1 + (1 - \alpha)V_2] = \bar{Y} + [\text{Bias} \left( \overline{y}_{\text{gdp}} \right)]
\]

Where, \( V_1 = \sum_{i=1}^{\ell} \sum_{j=1}^{r} \sum_{i' \neq i} W_{ij} \bar{Y}_{ij} \), \( V_2 = \sum_{i=1}^{\ell} \sum_{j=1}^{r} \sum_{j' \neq j} W_{ij} \bar{Y}_{ij} \).
Theorem 3.2

M.S.E. of the estimator $\bar{y}_{gdps}$ is

$$MSE(\bar{y}_{gdps}) = \left(\frac{1}{4}\right) \left[ U_1 + \alpha^2 \left(R_1 + R_2 + 4V_1^2\right) + \left(1 - \alpha\right)^2 \left(S_1 + S_2 + 4V_2^2\right) + 2\alpha \left(1 - \alpha\right) \left(T_1 + T_2 + 4V_1V_2\right) \right]$$

Where, $U_1 = \left(\left(\left(4r - 1\right)/n\right) - \left(3\left(2r - 1\right)/N\right)\right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} S_{ij}^2$

$$R_1 = \sum_{i=1}^{r} \sum_{j \neq i}^{r} \left(\frac{1}{n}\right) B_{g(i,j)} S_{ij}^2 + \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij}^2 D_{ij} S_{ij}^2 + \sum_{i=1}^{r} \sum_{j \neq i}^{r} \sum_{j' \neq i}^{r} \left(\frac{2(r-2)}{n}\right) C_{g(i,j),j'} S_{ij}^2$$

$$+ \left(\frac{2}{n}\right) \sum_{i=1}^{r} \sum_{j \neq i}^{r} \sum_{j' \neq i}^{r} W_{ij} A_{g(i,j)} S_{ij}^2 - \sum_{i=1}^{r} \sum_{j=1}^{r} F_{ij} S_{ij}^2 - \left(\frac{2(r-3)}{N}\right) \sum_{i=1}^{r} \sum_{j \neq i}^{r} \sum_{j' \neq i}^{r} \left(\frac{W_{ij}^2 S_{ij}^2}{W_{ij}}\right)$$

$$- \left(\frac{6(r-2)}{N}\right) \sum_{i=1}^{r} \sum_{j \neq i}^{r} \sum_{j' \neq i}^{r} \frac{W_{ij} W_{ij'}}{W_{ij}} S_{ij}^2$$

$$S_1 = \sum_{i=1}^{r} \sum_{j \neq i}^{r} \left(\frac{1}{n}\right) B_{g(i,j)} S_{ij}^2 + \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij}^2 D_{ij} S_{ij}^2 + \sum_{i=1}^{r} \sum_{j \neq i}^{r} \sum_{j' \neq i}^{r} \left(\frac{2(r-2)}{n}\right) C_{g(i,j),j'} S_{ij}^2$$

$$+ \left(\frac{2}{n}\right) \sum_{i=1}^{r} \sum_{j \neq i}^{r} \sum_{j' \neq i}^{r} W_{ij} A_{g(i,j)} S_{ij}^2 - \sum_{i=1}^{r} \sum_{j=1}^{r} F_{ij} S_{ij}^2 - \left(\frac{2(r-3)}{N}\right) \sum_{i=1}^{r} \sum_{j \neq i}^{r} \sum_{j' \neq i}^{r} \left(\frac{W_{ij}^2 S_{ij}^2}{W_{ij}}\right)$$

$$- \left(\frac{6(r-2)}{N}\right) \sum_{i=1}^{r} \sum_{j \neq i}^{r} \sum_{j' \neq i}^{r} \frac{W_{ij} W_{ij'}}{W_{ij}} S_{ij}^2$$

$$S_2 = \frac{(N-n)}{(N-1)n} \left[ \sum_{j=1}^{r} W_j \left(1-W_j\right) M_{ij} \sum_{j=1}^{r} \sum_{j' \neq i}^{r} \sum_{j'' \neq i}^{r} \sum_{j''' \neq i}^{r} \frac{W_{ij} W_{ij'} W_{ij''} W_{ij'''} M_{ij} M_{ij'} M_{ij''} M_{ij'''}}{W_{ij}} S_{ij}^2 \right]$$

$$T_1 = \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} W_{ij} D_{ij} S_{ij}^2 + \sum_{i=1}^{r} \sum_{j \neq i}^{r} \sum_{j' \neq i}^{r} \left(\frac{1}{n}\right) C_{g(i,j),j'} S_{ij}^2 - \sum_{i=1}^{r} \sum_{j=1}^{r} F_{ij} S_{ij}^2$$

$$+ \left(\frac{1}{n}\right) \sum_{i=1}^{r} \sum_{j \neq i}^{r} \sum_{j' \neq i}^{r} \left(\frac{W_{ij} + W_{ij'}}{W_{ij}}\right) A_{g(i,j)} S_{ij}^2 - \left(\frac{3}{N}\right) \sum_{j=1}^{r} \sum_{j' \neq i}^{r} \sum_{j'' \neq i}^{r} \sum_{j''' \neq i}^{r} \left(\frac{W_{ij} W_{ij'}}{W_{ij}}\right) S_{ij}^2$$
\[ T_2 = - \left( \frac{(N-n)}{(N-1)n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} \hat{W}_i \hat{W}_j M_i M_j \]

A detailed description of notations is given in page no. 6.

**Proof:**

\[ \text{MSE}(\hat{y}_\text{gdps}) = V(\hat{y}_\text{gdps}) + \left[ \text{Bias}(\hat{y}_\text{gdps}) \right]^2 \] (3.2.6)

\[ V(\hat{y}_\text{gdps}) = E[V(\hat{y}_\text{gdps})/n_\hat{y}] + V[E(\hat{y}_\text{gdps})/n_\hat{y}] \] (3.2.7)

where \( V(\cdot)/n_\hat{y} \) is a conditional variance for given \( n_\hat{y} \).

Now, on picking first component of (3.2.7).

\[ E[V(\hat{y}_\text{gdps})/n_\hat{y}] = E \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{n_\hat{y}} \right) W_{ij}^2 S_{ij}^2 \right] - E \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{N_\hat{y}} \right) W_{ij} S_{ij}^2 \right] \] (3.2.8)

The term one of (3.2.8) is

\[ E \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{n_\hat{y}} \right) W_{ij}^2 S_{ij}^2 \right] = E \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{n_\hat{y}} \right) \left( \frac{\alpha^2}{4} \right) [p_\lambda + W_i]^2 \right] \\
+ \left( \frac{1-\alpha^2}{4} \right) (p_j + W_j)^2 + \left( \frac{\alpha(1-\alpha)}{2} \right) (p_\lambda + W_i)(p_j + W_j) \left( S_{ij}^2 \right) \]

Here, we have results

\[ a_1 : E \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{n_\hat{y}} \right) [p_\lambda + W_i]^2 S_{ij}^2 \right] = \left( \frac{4r-1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} S_{ij}^2 + \left( \frac{1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} B_{ij(c)} S_{ij}^2 \]

\[ a_2 : E \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{n_\hat{y}} \right) [p_\lambda + W_i]^2 S_{ij}^2 \right] = \left( \frac{4r-1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} S_{ij}^2 + \left( \frac{1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} B_{ij(c)} S_{ij}^2 \]

\[ a_3 : E \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{n_\hat{y}} \right) [p_\lambda + W_i]^2 S_{ij}^2 \right] = \left( \frac{4r-1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij}^2 S_{ij}^2 + \left( \frac{1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} B_{ij(c)} S_{ij}^2 \]
\[
a_i := E \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{n_{ij}} \right) \left( (p_i + W_i)(p_j + W_j) \right) S_y^2 \right] = \left( \frac{4r - 1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} S_y^2
\]

\[
+ \sum_{i=1}^{r} \sum_{j=1}^{r} W_i W_j D_y S_y^2 + \left( \frac{1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} C_{ij} S_y^2 + \left( \frac{1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} (W_i + W_j) A_{ij} S_y^2
\]

While obtaining results in \( a_1, a_2, a_3 \) theorem 2.1 is used wherever required. The use of \( a_1, a_2, \) and \( a_3 \) along with \( \alpha \) and other terms helps of obtain an expression:

\[
E \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{n_{ij}} \right) W_{ij} S_y^2 \right] = \left( \frac{4r - 1}{4n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} S_y^2 + \left( \frac{\alpha^2}{4} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} B_{ij} S_y^2
\]

\[
+ \left( \frac{2(r-2)}{n} \right) \sum_{i=r+1}^{r} \sum_{j=r+1}^{r} C_{ij} S_y^2 + \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} D_y S_y^2 + \left( \frac{2}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} A_{ij} S_y^2
\]

\[
+ \left( \frac{\alpha(1-\alpha)}{2} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} C_{ij} S_y^2 + \left( \frac{1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} A_{ij} S_y^2
\]

\[
+ \sum_{i=1}^{r} \sum_{j=1}^{r} W_i W_j D_y S_y^2 + \left( \frac{1}{n} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} (W_i + W_j) A_{ij} S_y^2 \quad \ldots \quad (3.2.9)
\]

We also have,

\[
a_4 = E \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{N_{ij}} \right) (p_i + W_i) S_y^2 \right] = \left( \frac{3(2r-1)}{N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} S_y^2 + \sum_{i=1}^{r} \sum_{j=1}^{r} F_{ij} S_y^2
\]

\[
+ \left( \frac{2r-3}{N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} \frac{W_{ij}^2}{W_y} S_y^2 + \left( \frac{6(r-2)}{N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} \frac{W_{ij} W_y}{W_y} S_y^2
\]
\[ a_5 = E\left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{N_{ij}} \right) \left( p_j + W_j \right) S_{ij} \right]^2 = \left( \frac{3(2r-1)}{N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} S_{ij}^2 + \sum_{i=1}^{r} \sum_{j=1}^{r} F_{ij} S_{ij}^2 \]

\[ a_6 = \left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{N_{ij}} \right) \left( p_i + W_i \right) \left( p_j + W_j \right) S_{ij} \right]^2 = \left( \frac{3(2r-1)}{N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} S_{ij}^2 \]

\[ + \sum_{i=1}^{r} \sum_{j=1}^{r} F_{ij} S_{ij}^2 + \left( \frac{3}{N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} W_{ij}^2 S_{ij}^2 \]

Theorem 2.1 is also used to obtained \(a_5, a_5\) and \(a_6\) and, with the help of there, we get

\[ E\left[ \sum_{i=1}^{r} \sum_{j=1}^{r} \left( \frac{1}{N_{ij}} \right) W_{ij} S_{ij}^2 \right] = \left( \frac{1(2r-1)}{4N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} S_{ij}^2 + \left( \frac{\alpha^2}{4} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} F_{ij} S_{ij}^2 \]

\[ + \left( \frac{2r-3}{N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} S_{ij}^2 + \left( \frac{6(2r-2)}{N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} W_{ij}^2 S_{ij}^2 \]

\[ + \left( \frac{2r-3}{N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} S_{ij}^2 + \left( \frac{6r-2}{N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} W_{ij}^2 S_{ij}^2 \]

\[ + \left( \frac{3}{N} \right) \sum_{i=1}^{r} \sum_{j=1}^{r} W_{ij} W_{ij}^2 S_{ij}^2 \]

……..(3.2.10)

On adding (3.2.8) and (3.2.10), one gets

\[ E\left[ \frac{\sum_{i=1}^{r} W_{ij} S_{ij}}{\sum_{i=1}^{r} W_{ij}} \right] = \left( \frac{1}{4} \right) U_1 + \left( \frac{\alpha^2}{4} \right) R_1 + \left( \frac{(1-\alpha)^2}{4} \right) S_1 + \left( \frac{\alpha (1-\alpha)}{2} \right) T \]

(3.2.11)

The second component of (3.2.7) presents
\[ V\left[ E\left( \bar{y}_{gdps} / n_i \right) \right] = V \left[ \sum_{j=1}^{r} \sum_{i=1}^{r} W_{ij} \bar{y}_i \right] = \left( \frac{\alpha^2}{4} \right) \left( \sum_{j=1}^{r} W_j (1 - W_j) M_j^2 - \sum_{j=1}^{r} \sum_{j'=1}^{r} M_j M_{j'} W_j W_{j'} \right) + \left( \frac{1 - \alpha^2}{4} \right) \left( \sum_{j=1}^{r} W_j (1 - W_j) M_j^2 - \sum_{j=1}^{r} \sum_{j'=1}^{r} M_{j'} M_j W_j W_{j'} \right) + \left( \frac{\alpha(1 - \alpha)}{4} \right) \left( \sum_{i=1}^{r} \sum_{j=1}^{r} W_i W_{j'} M_{i} M_{j'} \right) \] ..........(3.2.12)

On addition of (3.2.11) and (3.2.12) along with Bias term completes the proof

4. M.S.E. of special estimators

At \( \alpha = 1 \), \( \text{MSE}\left[ \bar{y}_{gdps} \right] = \left( \frac{1}{4} \right) \left( U_1 + (R_1 + R_2 + 4V_2^2) \right) \)

At \( \alpha = 0 \), \( \text{MSE}\left[ \bar{y}_{gdps} \right] = \left( \frac{1}{4} \right) \left( U_1 + (S_1 + S_2 + 4V_2^2) \right) \)

At \( \alpha = \frac{1}{2} \), \( \text{MSE}\left[ \bar{y}_{gdps} \right] = \left( \frac{1}{16} \right) \left( 4U_1 + (R_1 + R_2 + 4V_2^2) \right) + (S_1 + S_2 + 4V_2^2) + 2(T_1 + T_2 + 4V_2^2) \)

5. Optimum estimator

On differentiating MSE with respect to \( \alpha \) and equating to zero, one can easily obtain

\[ \alpha_{opt} = \left[ \frac{(S_1 + S_2 + 4V_2^2) - (T_1 + T_2 + 4V_2^2)}{(R_1 + R_2 + 4V_1^2) + (S_1 + S_2 + 4V_2^2) - 2(T_1 + T_2 + 4V_2^2)} \right] \]

Substituting \( \alpha_{opt} \) an optimal estimator of \( \bar{y} \) is \( \bar{y}_{gdps, opt} \) with optimum m.s.e.

\[ \text{MSE}\left[ \bar{y}_{gdps, opt} \right] = \left( \frac{1}{4} \right) \left( U_1 + \left( \frac{(R_1 + R_2 + 4V_2^2)(S_1 + S_2 + 4V_2^2) - (T_1 + T_2 + 4V_2^2)}{(R_1 + R_2 + 4V_1^2) + (S_1 + S_2 + 4V_2^2) - 2(T_1 + T_2 + 4V_2^2)} \right) \right) \]
6. Efficiency comparison

I. Estimator \( \bar{y}_{gdpsn} \) will be efficient over \( \bar{y}_{gdpsn} \) if \( \left( R_1 + R_2 + 4V_1^2 \right) \leq \left( S_1 + S_2 + 4V_2^2 \right) \)

II. Estimator \( \bar{y}_{gdpsn} \) will be efficient over \( \bar{y}_{gdpsn} \) if \( \left( R_1 + R_2 + 4V_1^2 \right) \leq \left( \frac{1}{3} \right) \left[ \left( S_1 + S_2 + 4V_2^2 \right) + 2 \left( T_1 + T_2 + 4V_2 \right) \right] \)

III. Estimator \( \bar{y}_{gdpsn} \) will be efficient over \( \bar{y}_{gdpsn} \) if \( \left( S_1 + S_2 + 4V_2^2 \right) \leq \left( \frac{1}{3} \right) \left[ \left( R_1 + R_2 + 4V_1^2 \right) + 2 \left( T_1 + T_2 + 4V_2 \right) \right] \)

7. Numerical illustrations

For providing a numerical support to expressions derived and results obtained, three populations of size \( N = 400, N = 650, \) and \( N = 490 \) are generated. Let random samples of size 160, 260, and 196 are drawn from these populations by SRSWOR respectively and post-stratified according to 2 x 2, to the first one and 3 x 3 to the next two. Calculation of some parameters of populations and samples are in tables given below:
Table 7.1. (for data set I)

<table>
<thead>
<tr>
<th>A</th>
<th>Attribute A</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>( N_{11} = 90, \quad n_{11} = 36 )</td>
<td>( N_{12} = 95, \quad n_{12} = 38 )</td>
</tr>
<tr>
<td></td>
<td>( \bar{Y}_{11} = 71.72 )</td>
<td>( \bar{Y}_{12} = 221.74 )</td>
</tr>
<tr>
<td></td>
<td>( W_{11} = 0.225 )</td>
<td>( W_{12} = 0.2375 )</td>
</tr>
<tr>
<td></td>
<td>( S_{11}^2 = 1713.79 )</td>
<td>( S_{12}^2 = 1872.94 )</td>
</tr>
<tr>
<td>High</td>
<td>( N_{21} = 105, \quad n_{21} = 42 )</td>
<td>( N_{22} = 110, \quad n_{22} = 44 )</td>
</tr>
<tr>
<td></td>
<td>( \bar{Y}_{21} = 378.54 )</td>
<td>( \bar{Y}_{22} = 431.9054 )</td>
</tr>
<tr>
<td></td>
<td>( W_{21} = 0.2625 )</td>
<td>( W_{22} = 0.11384 )</td>
</tr>
<tr>
<td></td>
<td>( S_{21}^2 = 1912.33 )</td>
<td>( S_{22}^2 = 964.5512 )</td>
</tr>
<tr>
<td>Total</td>
<td>( N_1 = 195, \quad n_1 = 78 )</td>
<td>( N_2 = 205, \quad n_2 = 82 )</td>
</tr>
<tr>
<td></td>
<td>( \bar{Y}_1 = 236.93 )</td>
<td>( \bar{Y}_2 = 386.57 )</td>
</tr>
<tr>
<td></td>
<td>( W_1 = 0.4875 )</td>
<td>( W_2 = 0.512 )</td>
</tr>
<tr>
<td>A</td>
<td>Attribute A</td>
<td>Total</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td>---------------</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>$N_{11} = 71$, $n_{11} = 28$</td>
<td>$N_{12} = 65$, $n_{12} = 26$</td>
</tr>
<tr>
<td></td>
<td>$\bar{Y}_{11} = 48.7464$</td>
<td>$\bar{Y}_{12} = 147.6923$</td>
</tr>
<tr>
<td></td>
<td>$W_{11} = 0.10923$</td>
<td>$W_{12} = 0.1$</td>
</tr>
<tr>
<td></td>
<td>$S_{11}^2 = 857.187$</td>
<td>$S_{12}^2 = 791.2476$</td>
</tr>
<tr>
<td></td>
<td>$N_{21} = 77$, $n_{21} = 31$</td>
<td>$N_{22} = 74$, $n_{22} = 30$</td>
</tr>
<tr>
<td></td>
<td>$\bar{Y}_{21} = 346.8831$</td>
<td>$\bar{Y}_{22} = 431.9054$</td>
</tr>
<tr>
<td></td>
<td>$W_{21} = 0.11846$</td>
<td>$W_{22} = 0.11384$</td>
</tr>
<tr>
<td></td>
<td>$S_{21}^2 = 866.6208$</td>
<td>$S_{22}^2 = 964.5512$</td>
</tr>
<tr>
<td></td>
<td>$N_{31} = 73$, $n_{31} = 29$</td>
<td>$N_{32} = 70$, $n_{32} = 28$</td>
</tr>
<tr>
<td></td>
<td>$\bar{Y}_{31} = 654.315$</td>
<td>$\bar{Y}_{32} = 737.957$</td>
</tr>
<tr>
<td></td>
<td>$W_{31} = 0.1123$</td>
<td>$W_{32} = 0.10769$</td>
</tr>
<tr>
<td></td>
<td>$S_{31}^2 = 787.885$</td>
<td>$S_{32}^2 = 1044.759$</td>
</tr>
<tr>
<td></td>
<td>$N = 221$, $n = 88$</td>
<td>$N_2 = 209$, $n_2 = 84$</td>
</tr>
<tr>
<td></td>
<td>$\bar{Y}_1 = 352.6515$</td>
<td>$\bar{Y}_2 = 446.01912$</td>
</tr>
<tr>
<td></td>
<td>$W_1 = 0.3399$</td>
<td>$W_2 = 0.32153$</td>
</tr>
</tbody>
</table>
Table 7.3 (for data set III)

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>Attribute A</th>
<th>Attribute B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>N_{11}</td>
<td>56, n_{11} = 22</td>
<td>N_{12} = 50, n_{12} = 20</td>
<td>N_{13} = 52, n_{13} = 21</td>
</tr>
<tr>
<td>\bar{Y}_{11}</td>
<td>37.232</td>
<td>\bar{Y}_{12} = 113.02</td>
<td>\bar{Y}_{13} = 188.8846</td>
</tr>
<tr>
<td>W_{11}</td>
<td>0.1143</td>
<td>W_{12} = 0.102</td>
<td>W_{13} = 0.1061</td>
</tr>
<tr>
<td>S_{11}^2</td>
<td>504.1068</td>
<td>S_{12}^2 = 434.947</td>
<td>S_{13}^2 = 505.163</td>
</tr>
</tbody>
</table>

| N_{21} | 48, n_{21} = 19 | N_{22} = 62, n_{22} = 25 | N_{23} = 58, n_{23} = 23 | N_{2} = 168 |
| \bar{Y}_{21} | 267.3333 | \bar{Y}_{22} = 321.258 | \bar{Y}_{23} = 413.776 | n_{2} = 67 |
| W_{21} | 0.09796 | W_{22} = 0.1265 | W_{23} = 0.11836 | \bar{Y}_{2} = 337.792 |
| S_{21}^2 | 500.926 | S_{22}^2 = 768.06 | S_{23}^2 = 466.716 | W_{2} = 0.34282 |

| N_{31} | 54, n_{31} = 22 | N_{32} = 60, n_{32} = 24 | N_{33} = 50, n_{33} = 20 | N_{3} = 164 |
| \bar{Y}_{31} | 483.037 | \bar{Y}_{32} = 553.666 | \bar{Y}_{33} = 625.000 | n_{3} = 66 |
| W_{31} | 0.1102 | W_{32} = 0.12245 | W_{33} = 0.102 | \bar{Y}_{3} = 552.1583 |
| S_{31}^2 | 564.56 | S_{32}^2 = 529.17 | S_{33}^2 = 562.53 | W_{3} = 0.33465 |

| N_{4} | 158, n_{4} = 63 | N_{4} = 172, n_{4} = 69 | N_{4} = 160, n_{4} = 64 | N = 490 |
| \bar{Y}_{4} | 259.4999 | \bar{Y}_{4} = 341.796 | \bar{Y}_{4} = 406.694 | n = 196 |
| W_{4} | 0.32246 | W_{4} = 0.35095 | W_{4} = 0.32646 | \bar{Y} = 336.451 |
| S_{4}^2 | 36084.05 | | | |
(a) Using parameters stated in the above tables, one can easily calculate:

Table 7.4

<table>
<thead>
<tr>
<th>Estimators</th>
<th>DATA SET I</th>
<th>DATA SET II</th>
<th>DATA SET III</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{y}_{(gdp)} )</td>
<td>MSE 81.2278 Bias 3.1003</td>
<td>MSE 118.45 Bias 9.012</td>
<td>MSE 89.29 Bias 6.7285</td>
</tr>
<tr>
<td>( \bar{y}<em>{(gdp)}</em>{0} )</td>
<td>MSE 78.087 Bias 6.906</td>
<td>MSE 99.2869 Bias 8.863</td>
<td>MSE 75.0276 Bias 6.5878</td>
</tr>
<tr>
<td>( \bar{y}<em>{(gdp)}</em>{1/2} )</td>
<td>MSE 9.8229 Bias 3.004</td>
<td>MSE 81.2278 Bias 3.1003</td>
<td>MSE 6.44 Bias 1.76</td>
</tr>
<tr>
<td>( \bar{y}<em>{(gdp)}</em>{opt} )</td>
<td>MSE 9.8141 Bias 0.4943</td>
<td>MSE 81.2278 Bias 0.4773</td>
<td>MSE 5.70 Bias 0.4767</td>
</tr>
<tr>
<td>( \alpha_{opt} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( V(\bar{Y}) )</td>
<td>116.11042</td>
<td>151.21785</td>
<td>110.4605</td>
</tr>
<tr>
<td>( V(\bar{y}_{ps}) )</td>
<td>6.8987</td>
<td>2.06107</td>
<td>1.7247</td>
</tr>
</tbody>
</table>

(b) It seems that estimator \( \bar{y}_{(gdp)}_{1/2} \) is more efficient than \( \bar{y}_{(gdp)}_{0} \) and \( \bar{y}_{(gdp)} \) both on these data sets. It is because the value \( \alpha = (1/2) \) is very close to its optimum choice.

(c) The estimator \( \bar{y}_{(gdp)} \) has made possible to estimate \( \bar{Y} \) in a \( r \times s \) set-up even without the prior knowledge of \( W_{ij} \) and frames. It has an effective utilization of row and column proportions \( W_{i} \) and \( W_{j} \).

(d) The proposed estimator is found most efficient at optimal selection of \( \alpha = 0.4943 \) for set – I, \( \alpha = 0.4727 \) for set – II, \( \alpha = 0.4767 \) for set – III. The gain in efficiency is almost double to the usual mean estimator.

(e) Although \( \bar{y}_{ps} \) is most efficient in above data than all other estimators but it needs a knowledge of \( W_{ij} \) which is assumed absent. So, there is no need to compare the proposed estimators with \( \bar{y}_{ps} \).

(f) The gain in efficiency of estimator to be compared.
Table 7.5

<table>
<thead>
<tr>
<th>% Gain</th>
<th>DATA SET I</th>
<th>DATA SET II</th>
<th>DATA SET III</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\left[ \bar{y}_{gdpsy} \right]_1$</td>
<td>30.0%</td>
<td>21.7%</td>
<td>19.1%</td>
</tr>
<tr>
<td>$\left[ \bar{y}_{gdpsy} \right]_2$</td>
<td>32.7%</td>
<td>34.3%</td>
<td>32.0%</td>
</tr>
<tr>
<td>$\left[ \bar{y}<em>{gdpsy} \right]</em>{\frac{1}{2}}$</td>
<td>91.5%</td>
<td>98.0%</td>
<td>95.0%</td>
</tr>
<tr>
<td>$\left[ \bar{y}<em>{gdpsy} \right]</em>{opt}$</td>
<td>91.5%</td>
<td>98.1%</td>
<td>98.5%</td>
</tr>
</tbody>
</table>

On the basis of data considered herein, one can think of choosing $\alpha$ to a value near to 0.5 which reveals that almost a fifty percent fraction of row-sum of size-proportions $[p_i + W_i]$ and rest fifty percent same from column generates an ideal, quick and easy choice of $\alpha$ which produces a high gain in efficiency. Thus, the proposed estimator is easy in selecting optimum value of $\alpha$.

8. Acknowledgement

Authors are very much thankful to the referees for their valuable comments and suggestions. The proposed suggestions were very helpful to improve the quality of research manuscript.

REFERENCES


SMALL AREA ESTIMATION
FOR SPATIALLY CORRELATED POPULATIONS
— A COMPARISON OF DIRECT AND INDIRECT
MODEL — BASED METHODS

Hukum Chandra¹, Nicola Salvati² and Ray Chambers³

ABSTRACT

Linear mixed models underpin many small area estimation (SAE) methods. In this paper we investigate SAE based on linear models with spatially correlated small area effects where the neighbourhood structure is described by a contiguity matrix. Such models allow efficient use of spatial auxiliary information in SAE. In particular, we use simulation studies to compare the performances of model-based direct estimation (MBDE) and empirical best linear unbiased prediction (EBLUP) under such models. These simulations are based on theoretically generated populations as well as data obtained from two real populations (the ISTAT farm structure survey in Tuscany and the US Environmental Monitoring and Assessment Program survey). Our empirical results show only marginal gains when spatial dependence between areas is incorporated into the SAE model.

Keywords: Empirical Best Linear Unbiased Prediction, Spatial Models, Spatial EBLUP, Model-Based Direct Estimation

1. Introduction

Estimation of population characteristics for sub-national domains (or smaller regions) is an important objective for statistical surveys. In particular, geographically defined domains, e.g. regions, states, counties, wards and
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metropolitan areas can be of interest. Estimates for these domains based on the usual design-based approach to survey sampling inference are typically referred to as direct estimates in the literature. However, sample sizes are typically small (or even zero) within the domains/areas of interest, leading to large sampling variability for these direct estimators. An alternative approach that is now widely used in small area estimation is the so-called indirect or model-based approach. This uses auxiliary information for the small areas of interest and has been characterised in the statistical literature as ‘borrowing strength’ from the relationship between the target variables and the auxiliary information. A flexible and popular way of borrowing strength is based on the use of linear mixed models with area specific random effects, with estimation and inferences typically carried out using empirical best linear unbiased prediction (EBLUP - see Rao, 2003). An alternative approach, discussed in Chandra and Chambers (2005), is based on the use of model-based direct estimation (MBDE) within the small areas. In this case an estimate for a small area of interest corresponds to a weighted linear combination of the sample data for that area, with weights based on a population level version of the linear mixed model. These weights ‘borrow strength’ via this model, which includes random area effects. Provided the assumed small area model is true, the EBLUP is asymptotically the most efficient estimator for a particular small area. In practice however the ‘true’ model for the data is unknown and the EBLUP can be inefficient under misspecification. In such circumstances, Chandra and Chambers (2005) note that MBDE offers an alternative to potentially unstable EBLUP. In particular, MBDE is easy to implement, produces sensible estimates when the sample data exhibit patterns of variability that are inconsistent with the assumed model (e.g. contain too many zeros) and generates robust MSE estimates.

Model-based methods of small area estimation (SAE) are often based on assuming a linear mixed model, with area-specific random effects to account for between area variation beyond that explained by auxiliary variables included in the fixed part of the model. Although it is customary to assume that these random area effects are independent, in practice most small area boundaries are arbitrary and there appears to be no good reason why population units just one side of such a boundary should not generally be correlated with population units just on the other side. In particular, it is often reasonable to assume that the effects of neighbouring areas (defined, for example, by a contiguity criterion) are correlated, with the correlation decaying to zero as the distance between these areas increases (Pratesi and Salvati, 2005). That is, small area models should allow for spatial correlation of area random effects. See Cressie (1991).

In this paper we consider linear unit level small area models (Battese et al., 1988) and we extend MBDE and EBLUP for SAE to account for spatial correlation between the small areas. We then contrast the performance of these two approaches via empirical studies. Our aim in doing so is to explore how much efficiency is gained by incorporating spatial correlation into SAE. The paper is
organized as follows: In section 2 we review MBDE and EBLUP for SAE under random effect models with spatially independent area effects and discuss the extensions of these techniques to account for spatial dependence between the small areas. We define the resulting estimators for the small area means and their mean squared error estimators. In Section 3 we describe the design of our simulation studies and present empirical results. Besides using simulated population and sample data, we use two real data sets from the ISTAT farm structure survey (farm data) in Northern Tuscany and the Environmental Monitoring and Assessment Program (EMAP) survey of lakes in the north-east of the USA. Finally, in section 4 we provide some concluding remarks and identify further avenues of research.

2. Small Area Estimation under Linear Models with Random Area Effects

2.1. Models with Spatially Independent Effects

To begin, let $y_{ij}$ denote the value of the variable of interest for the $j^{th}$ ($j = 1, \ldots, N_i$) unit in small area $i$ ($i = 1, \ldots, m$) and let $X_{ij}$ denote the vector of values of the $p$ unit level auxiliary variables associated with this unit. We consider a nested error regression model of form

$$y_{ij} = X_{ij}'\beta + u_i + e_{ij}$$

where $\beta$ is a vector of $p$ unknown fixed effects, $u_i$ is the random area effect associated with small area $i$, assumed to have mean zero and variance $\sigma_u^2$, and $e_{ij}$ is an individual level random error with mean zero and variance $\sigma_e^2$. The two error terms are assumed to be mutually independent, both across individuals as well as across areas. In addition, it is often assumed that they are normally distributed. In matrix notation, (1) is expressed as

$$Y_i = X_i'\beta + u_i 1_{N_i} + e_i$$

where $Y_i = (y_{i1}, \ldots, y_{iN_i})'$, $X_i = (X_{i1}, \ldots, X_{iN_i})'$ is a $N_i \times p$ matrix and $e_i = (e_{i1}, \ldots, e_{iN_i})'$. Here $N_i$ is the number of population units in small area $i$. The covariance matrix of $Y_i$ is $Var(Y_i) = V_i = \sigma_e^2 I_{N_i} + \sigma_u^2 1_{N_i} 1_{N_i}'$, which depends on the vector $\theta = (\sigma_e^2, \sigma_u^2)'$ of variance components of the model. Here $1_{N_i}$ is the unit vector of length $N_i$ and $I_{N_i}$ is the identity matrix of order $N_i$. Assuming (2)
holds, the population mean of $Y$ in area $i$ is
\[ \bar{Y}_i = \bar{X}_i \beta + u_i + \bar{e}_i, \]
where $\bar{X}_i = N_i^{-1} \sum_{j=1}^{N_i} x_{ij}$ is assumed known.

Grouping the area-specific models (2) over the population leads to the population level model
\[ Y = X\beta + Zu + e \quad (3) \]
where $Y = (Y_1, \ldots, Y_m)'$, $X = (X_1', \ldots, X_m')'$, $Z = \text{diag}(Z_i = 1_{N_i}; 1 \leq i \leq m)$, $u = (u_1, \ldots, u_m)'$ and $e = (e_1', \ldots, e_m')'$. Since different areas are independent, the covariance matrix of $Y$ has block diagonal structure given by $V = \text{diag}(V_i; 1 \leq i \leq m)$. We assume that $X$ has full column rank $p$. In practice the variance components that define $V$ are unknown and can be estimated from the sample data using methods described, for example, in Harville (1977). We denote these estimates by $\hat{\theta} = (\hat{\sigma}^2_u, \hat{\sigma}^2_e)$ and put a ‘hat’ on any quantity where these estimates are substituted for actual values. Thus $\hat{V} = \text{diag}(\hat{V}_i; 1 \leq i \leq m)$, with $\hat{V}_i = \hat{\sigma}^2_e 1_{N_i} + \hat{\sigma}^2_u Z_i'Z_i$.

Now consider the decomposition of $Y, X, Z$ and $V$ into sample and non-sample components so that $X_s$ is the $n \times p$ matrix of sample values of the auxiliary variables, $Z_s$ is the corresponding $n \times m$ matrix of sample components of $Z$ and $V_{ss}$ is the $n \times n$ covariance matrix associated with the $n$ sample units that make up the $n \times 1$ sample vector $Y_s$. A subscript of $r$ is used to denote corresponding quantities defined by the $N - n$ non-sample units, with $V_{sr}$ denoting the $(N - n) \times n$ matrix defined by $\text{Cov}(Y_r, Y_s)$. In what follows we use $1_N$, $1_s$ and $1_r$ to denote vectors of $1$s of dimension $N$, $n$ and $N - n$ respectively, with $I_N$, $I_s$ and $I_r$ denoting identity matrices of the same order. We use similar notation to denote restriction to small area level by introducing an extra subscript of $i$ to denote the small area. For example, $s_i$ corresponds to the set of $n_i$ sample units in area $i$, $r_i$ the corresponding set of $N_i - n_i$ non-sampled units, with associated variances and covariances $V_{iss} = \sigma^2_e I_s + \sigma^2_u Z_i'Z_i$ and $V_{irs} = \sigma^2_u Z_i'Z_r$.

Assuming (3) holds, the empirical best linear unbiased predictor (EBLUP) for the $i^{th}$ small area mean $\bar{Y}_i$ is
\[
\hat{\bar{Y}}_{i,\text{EBLUP}} = f_i \bar{Y}_i + (1 - f_i) \left\{ \hat{X}_i' \hat{\beta} + \hat{\gamma}_i (\bar{Y}_i - \bar{X}_i' \hat{\beta}) \right\}
\quad (4)
\]
where \( \hat{\beta} = \left( \sum_i X_i' \hat{V}_{iss}^{-1} X_i \right)^{-1} \left( \sum_i X_i' \hat{V}_{iss}^{-1} Y_i \right) \) is the empirical best linear unbiased estimator (EBLUE) of \( \beta \), \( f_i = N_i^{-1} n_i \), \( \tilde{Y}_i = \hat{\sigma}_u^2 \left( \hat{\sigma}_u^2 + n_i^{-1} \hat{\sigma}_e^2 \right)^{-1} \) is the shrinkage factor, \( \bar{Y}_i = n_i^{-1} \sum_j y_j \) and \( \bar{X}_i = n_i^{-1} \sum_j x_j \) are the sample means of \( Y \) and \( X \) for area \( i \), while \( \bar{X}_r = (N_i - n_i)^{-1} (N_i \bar{X}_i - n_i \bar{X}_a) \) is the corresponding mean of \( X \) for the \( N_i - n_i \) non-sampled units in the area. An approximately unbiased estimator of the MSE of (4) under (3) is

\[
M(\hat{Y}_{i, EBLUP}) = (1 - f_i)^2 \left\{ g_{1i} (\hat{\theta}) + g_{2i} (\hat{\theta}) + 2 g_{3i} (\hat{\theta}) \right\} + N_i^{-1} (1 - f_i) \hat{\sigma}_e^2 \tag{5}
\]

where

\[
g_{1i} (\hat{\theta}) = \hat{\sigma}_u^2 \left( 1 - \hat{\sigma}_u^2 Z_{is} \hat{V}_{iss}^{-1} Z_{is} \right)
\]

\[
g_{2i} (\hat{\theta}) = \left( \bar{X}_r - \hat{\epsilon}_r \bar{X}_a \right) \left( \sum_i X_i' \hat{V}_{iss}^{-1} X_i \right)^{-1} \left( \bar{X}_r - \hat{\epsilon}_r \bar{X}_a \right)
\]

\[
g_{3i} (\hat{\theta}) = tr \left\{ \nabla \hat{\epsilon}_i \hat{V}_{iss} (\nabla \hat{\epsilon}_i)' \hat{C} (\hat{\theta}) \right\}
\]

with \( \hat{\epsilon}_i = \hat{\sigma}_u^2 \hat{V}_{iss}^{-1} \), \( \nabla \hat{\epsilon}_i = \partial \hat{\epsilon}_i / \partial \hat{\theta} = \left( \partial \hat{\epsilon}_i / \partial \hat{\sigma}_u^2, \partial \hat{\epsilon}_i / \partial \hat{\sigma}_e^2 \right) \) and \( \hat{C} (\hat{\theta}) \) is the estimated asymptotic covariance matrix of \( \hat{\theta} \) (i.e. the inverse of the observed information matrix for \( \theta \)). For more details see Rao (2003, pp. 107-110).

Under the population level linear mixed model (3), the sample weights that define the EBLUP for the population total of \( Y \) are

\[
w_{EBLUP} = (w_{j, EBLUP}) = 1 + \hat{H}^T \left( X^T N^{-1} X \right) + \left( I - \hat{H}^T X \right) \hat{V}_{iss}^{-1} \hat{V}_{sr} \tag{6}
\]

where \( \hat{H} = \left( \sum_i X_i' \hat{V}_{iss}^{-1} X_i \right)^{-1} \left( \sum_i X_i' \hat{V}_{iss}^{-1} \right) \). See Royall (1976). The model-based direct estimator (MBDE, see Chambers and Chandra, 2006) of the \( i^{th} \) small area mean is then defined as

\[
\hat{Y}_{i, MBDE} = \sum_{j \in i} w_{j, EBLUP} \hat{Y}_j / \sum_{j \in i} w_{j, EBLUP} . \tag{7}
\]

A robust estimator (Chandra and Chambers, 2005; Royall and Cumberland, 1978) of the mean squared error of the MBDE (7) is

\[
M(\hat{Y}_{i, MBDE}) = v(\hat{Y}_{i, MBDE}) + \left\{ \hat{\phi}(\hat{Y}_{i, MBDE}) \right\} \tag{8}
\]
where $v(\hat{Y}_{i,MBD}) = \sum_{j} \lambda_j (y_j - \hat{x}_j^T \hat{\beta})^2$, with $\lambda_j = N_i^{-2} \left\{ a_j^2 + (N_i - n_i)(n_i - 1) \right\}$ and $a_j = \left( \sum_{k} w_{kj} \right) \left( N_i w_j - \sum_{k} w_{kj} \right)$ is the estimate of the prediction variance of the MBDE, and $b(\hat{Y}_{i,MBD}) = (\hat{X}_{i,MBD} - \hat{X}_i) \hat{\beta}$ is the estimate of its prediction bias. Here $\hat{X}_{i,MBD}$ denotes the weighted average of the sample values of the auxiliary variables in area $i$ based on the EBLUP weights (6).

### 2.2. Models with Spatial Dependence

In order to take into account the correlation between neighbouring areas we consider the use of spatial models for random area effects (Cressie, 1991). In particular, we consider a linear regression model with spatial dependence in the error structure. In particular, we assume a Simultaneous Autoregressive (SAR) error process (Anselin, 1992), where the vector of random area effects $v = (v_i)$ satisfies

$$v = \rho W v + u. \tag{9}$$

Here $\rho$ is a spatial autoregressive coefficient, $W$ is a proximity matrix of order $m$ and $u \sim N(0, \sigma_u^2 I_m)$. Since $v = (I - \rho W)^{-1} u$ with $E(u) = 0$ and $\text{Var}(u) = \sigma_u^2 I_m$, we have $E(v) = 0$ and $\text{Var}(v) = \sigma_u^2 [(I_m - \rho W)(I_m - \rho W^T)]^{-1} = G$. The $W$ matrix describes how random effects from neighbouring areas are related, whereas $\rho$ defines the strength of this spatial relationship. The simplest way to define $W$ is as a contiguity matrix. That is, the elements of $W$ take non-zero values only for those pairs of areas that are adjacent. Generally, for ease of interpretation, this matrix is defined in row-standardized form; in which case $\rho$ is called the spatial autocorrelation parameter (Banerjee et al., 2004). Formally, the element $w_{jk}$ of a contiguity matrix takes the value 1 if area $j$ shares an edge with area $k$ and 0 otherwise. In row-standardised form this becomes

$$w_{jk} = \begin{cases} d_j^{-1} & \text{if } j \text{ and } k \text{ are contiguous} \\ 0 & \text{otherwise} \end{cases}$$

where $d_j$ is the total number of areas that share an edge with area $j$ (including area $j$ itself). Contiguity is the simplest but not necessarily the best specification of a spatial interaction matrix. It may be more informative to express this interaction in a more detailed way, e.g. as some function of the length of shared border between neighbouring areas or as a function of the distance between
certain locations in each area. Furthermore, the concept of neighbours of a particular area can be defined not just in terms of contiguous areas, but also in terms of all areas within a certain radius of the area of interest. In the empirical evaluations reported later in this paper, however, we used simple contiguity (row-standardized) to define the spatial interaction between different areas.

In order to define the EBLUP in this situation, we replace (3) by a linear mixed model of form

\[ Y = X\beta + Zv + e. \]  

(10)

Here the vector \( v \) is an \( m \)-vector of spatially correlated area effects that satisfy the SAR model (9), with \( \text{Var}(e) = \sigma^2_e I_N \) and \( \text{Var}(v) = G \). This model can then be rewritten as

\[ Y = X\beta + Z(I - \rho W)^{-1}u + e. \]  

(11)

It follows that the covariance matrix of \( Y \) is \( \text{Var}(Y) = V = \sigma^2_e I_N + ZGZ' \). In practice, the vector of parameters \( \theta = (\sigma^2_u, \sigma^2_e, \rho)' \) is unknown. Replacing it with an asymptotically consistent estimator \( \hat{\theta} = (\hat{\sigma}^2_u, \hat{\sigma}^2_e, \hat{\rho})' \), and assuming that (11) holds, the spatial-EBLUP (SEBLUP) for the \( i^{th} \) small area mean \( \hat{Y}_i \) is

\[ \hat{Y}_{i,SEBLUP} = f_i Y_{is} + (1 - f_i) \left( X_{is}' \hat{\beta}_s + m_i' \hat{v} \right) \]  

(12)

where \( \hat{\beta}_s = \left( X_s' \hat{\beta}_s^{-1} X_s \right)^{-1} \left( X_s' \hat{\beta}_s^{-1} Y_s \right) \) is the empirical BLU estimator of \( \beta \) under (11), \( m_i \) is the \( m \)-vector \( (0, 0, 0, K, 1, K, 0, 0)' \) with the 1 in the \( i^{th} \) position and

\[ \hat{v} = \hat{G}Z_{is}' \hat{V}_{ss}^{-1} \left( Y_s - X_s \hat{\beta} \right). \]

Here

\[ \hat{G} = \hat{\sigma}^2_e \left[ (I_m - \hat{\rho}W)(I_m - \hat{\rho}W') \right]^{-1} \]

and

\[ \hat{V}_{ss} = \hat{\sigma}^2_e I_m + Z_{is}' \hat{\sigma}^2_u \left[ (I_m - \hat{\rho}W)(I_m - \hat{\rho}W') \right]^{-1} Z_{is}. \]

When all random effects are normally distributed, the parameter vector \( \theta \) can be estimated via maximum likelihood (ML) as well as restricted maximum likelihood (REML) (Pratesi and Salvati, 2005; Singh et al., 2005; Petrucci and Salvati 2006). Numerical approximations to either the ML or REML estimators \( \hat{\sigma}^2_u, \hat{\sigma}^2_e \) and \( \hat{\rho} \) can be obtained via a two-step procedure. At the first step, the Nelder-Mead algorithm (Nelder and Mead, 1965) is used to approximate these estimates. The second step then uses these approximations as starting values for a Fisher scoring algorithm. This is necessary because the log-likelihood function has multiple local maxima (Pratesi and Salvati, 2005). In empirical studies reported in Section 3 we carried
out parameter estimation via REML using the \textit{lme} function in the \textit{R} environment (Bates and Pinheiro, 1998).

Following the same approach as in Prasad and Rao (1990), an approximately unbiased estimator of the MSE of the SEBLUP (12) is given by

\[ M(\hat{Y}_{i,SEBLUP}) = (1 - f_i)^2 \left\{ g_{1i}^{(s)}(\hat{\theta}) + 2g_{2i}^{(s)}(\hat{\theta}) \right\} + N_i^{-1}(1 - f_i)\hat{\sigma}_e^2 \]  

(13)

where

\begin{align*}
  g_{1i}^{(s)}(\hat{\theta}) &= m_i' \left( \hat{G} - \hat{G}Z_s\hat{V}_s^{-1}\hat{G}_s \right)m_i \\
  g_{2i}^{(s)}(\hat{\theta}) &= \left( \hat{X}_s - \hat{c}_iX_s \right) \left( \hat{X}_s'\hat{V}_s^{-1}\hat{X}_s \right)^{-1} \left( \hat{X}_s - \hat{c}_iX_s \right) \\
  g_{3i}^{(s)}(\hat{\theta}) &= tr \left\{ \nabla \hat{c}_iV_s(\nabla \hat{c}_i)'\hat{C}(\hat{\theta}) \right\}
\end{align*}

with \( \hat{c}_i = \hat{V}_s^{-1}Z_s\hat{G}_s \) and \( \nabla \hat{c}_i = \partial \hat{c}_i / \partial \hat{\theta} = \left( \partial \hat{c}_i / \partial \hat{\sigma}_u^2, \partial \hat{c}_i / \partial \hat{\sigma}_e^2, \partial \hat{c}_i / \partial \hat{\rho} \right) \). Here, after dropping ‘hats’ for the sake of clarity,

\begin{align*}
  \frac{\partial \hat{c}_i}{\partial \sigma_u^2} &= \left( V_s^{-1}Z_s \left( \frac{\partial G}{\partial \sigma_u^2} \right) \right) m_i \\
  &= \left( V_s^{-1}Z_s \left( \frac{\partial G}{\partial \sigma_u^2} \right) \right) m_i \\
  &= \left( V_s^{-1}Z_s \left( \frac{\partial G}{\partial \sigma_u^2} \right) \right) m_i
\end{align*}

where

\begin{align*}
  D &= \frac{\partial G}{\partial \sigma_u^2} = \frac{\partial \sigma_u^2 \left[ (I_m - \rho W)(I_m - \rho W') \right]^{-1}}{\partial \sigma_u^2} = \left[ (I_m - \rho W)(I_m - \rho W') \right]^{-1} \\
  \frac{\partial V_s}{\partial \sigma_u^2} &= \frac{\partial \left\{ \sigma_u^2 I_s + Z_s \sigma_u^2 \left[ (I_m - \rho W)(I_m - \rho W') \right]^{-1} Z_s \right\}}{\partial \sigma_u^2} = Z_s D Z_s'.
\end{align*}

Similarly
\[
\frac{\partial c_i}{\partial \sigma_e^2} = \frac{\partial V_{ss}^{-1} G Z_i}{\partial \sigma_e^2} \quad m_i = V_{ss}^{-1} Z_i \left( \frac{\partial G}{\partial \sigma_e^2} \right) m_i + \left( \frac{\partial V_{ss}^{-1}}{\partial \sigma_e^2} \right) Z_i G m_i \\
= \left( -V_{ss}^{-1} \frac{\partial V_{ss}^{-1}}{\partial \sigma_e^2} Z_i \right) G m_i \\
= \left( -\sigma_e^2 V_{ss}^{-1} I_i V_{ss}^{-1} \right) Z_i G m_i \\
\]

since \( G = \sigma_e^2 D \) and \( \frac{\partial V_{ss}}{\partial \sigma_e^2} = I_i \). Finally

\[
\frac{\partial c_i}{\partial \rho} = \frac{\partial V_{ss}^{-1} G Z_i}{\partial \rho} \quad m_i = V_{ss}^{-1} Z_i \left( \frac{\partial G}{\partial \rho} \right) m_i + \left( \frac{\partial V_{ss}^{-1}}{\partial \rho} \right) Z_i G m_i \\
= \left( V_{ss}^{-1} Z_i A - V_{ss}^{-1} \left( \frac{\partial V_{ss}^{-1}}{\partial \rho} \right) V_{ss}^{-1} Z_i G \right) m_i \\
= V_{ss}^{-1} Z_i \left\{ I_i - Z_i V_{ss}^{-1} Z_i G \right\} m_i .
\]

Here \( \frac{\partial V_{ss}^{-1}}{\partial \rho} = \frac{\partial \left( \sigma_e^2 I_i + Z_i G Z_i^t \right)^{-1}}{\partial \rho} = Z_i \left( \frac{\partial G}{\partial \rho} \right) Z_i^t = Z_i A Z_i^t \), with

\[
A = \frac{\partial G}{\partial \rho} = \sigma_e^2 \left( \frac{\partial D}{\partial \rho} \right) = -\sigma_e^2 \left( D \frac{\partial D^{-1}}{\partial \rho} D \right) = -2\sigma_e^2 D \left( \rho W W^t - W \right) D
\]

since \( \frac{\partial D^{-1}}{\partial \rho} = \frac{\partial \left( I - \rho W \right) \left( I - \rho W^t \right)^t}{\partial \rho} = 2 \left( \rho W W^t - W \right) \). We note that \( \hat{\mathcal{C}}(\hat{\theta}) = I^{-1}(\hat{\theta}) \) is still the estimated asymptotic covariance matrix of \( \hat{\theta} \) defined by the inverse of the information matrix \( I(\hat{\theta}) \) (Rao, 2003, pp. 107-110), with the

\[
(i, j)^{th} \text{ element of } I(\hat{\theta}) \text{ given by } \frac{1}{2} \text{tr} \left\{ P \left( \frac{\partial V_{ss}}{\partial \theta_i} \right) P \left( \frac{\partial V_{ss}}{\partial \theta_j} \right) \right\} \quad \text{with}
\]

\[
P = V_{ss}^{-1} \left\{ I_i - X_i \left( X_i^t V_{ss}^{-1} X_i \right)^{-1} X_i^t V_{ss}^{-1} \right\}
\]

Turning now to implementation of model-based direct estimation under (11) we note that the EBLUP sample weights (6) depend on the structure of the random area effects in the mixed model (3) only via the their sample and population covariance structure. Consequently, extension to more complex covariance structures requires only that \( V_{ss}^{-1} \) and \( V_{sr} \) be recomputed under these...
more complex models. When (11) holds, the corresponding spatial EBLUP weights $w_{SEBLUP} = (w_j, SEBLUP)$ are therefore still given by (6), but where now

$$\hat{V}_{ss}^{-1} = \{\hat{\sigma}_e^2 I_s + Z_s \hat{\sigma}_u^2 [(I_m - \hat{\rho}W)(I_m - \hat{\rho}W')]^{-1} Z_s'\}^{-1}$$

and

$$\hat{V}_{sr} = \hat{\sigma}_u^2 Z_s [(I_m - \hat{\rho}W)(I_m - \hat{\rho}W')]^{-1} Z_r'.$$

The spatial-MBDE (denoted by SMBDE) of the $i^{th}$ small area mean $Y_i$ and the corresponding estimator of its mean squared error are then given by (7) and (8) respectively, with the weights (6) used there replaced by the spatial EBLUP weights $w_{SEBLUP}$ defined above.

3. Empirical Evaluations

In this section we use simulation to illustrate the performance of the four different methods of SAE discussed in the previous section. These are the EBLUP and MBDE under the linear mixed model (3) with spatially independent area effects (see section 2.1) and the SEBLUP and SMBDE under the linear mixed model (10) with spatially dependent area effects (see section 2.2). We computed three measures of estimation performance using the estimates generated in our simulations. These are the relative bias (RB) and the relative root mean squared error (RRMSE), both expressed as percentages, of estimates of the small area means and the coverage rate of nominal 95 per cent confidence intervals for these means (for more details see Chandra and Chambers, 2005).

We carried out two types of simulation studies. The first used real data and design-based simulation to evaluate the performance of these methods in the context of a real population and realistic sampling methods. The second used model-based simulation to generate artificial populations, from which samples were then taken. The sample data obtained in each case were then used to contrast the performance of different methods of small area estimation. The populations underpinning the design-based simulations were based on two different data sets:

(i) The ISTAT farm structure survey. This is a sample of 529 farms from the farm structure survey in Tuscany carried out by ISTAT. Here we used these sample farms to generate a population of $N = 22977$ farms by sampling with replacement from the original sample of 529 farms with probabilities proportional to their sample weights. We drew 1000 independent stratified random samples from this (fixed) population, with total sample size in each draw equal to the original sample size (529) and with the small areas of interest defined by the 23 Local Economy Systems (LESs) of the North Tuscany region. Sample sizes within these areas were fixed to be the same as in the original sample. Note that these varied from 4 to 48. Our aim was to estimate average olive production (quintals) in each LES using utilized olive surface (hectares) as the auxiliary variable. The results from this simulation are set out in Tables 1 and 2.
(ii) The Environmental Monitoring and Assessment Program (EMAP) survey. The data, on which this population was based, was provided by the Space-Time Aquatic Resources Modelling and Analysis Program (STARMAP) at Colorado State University. It consists of 551 measurements, taken between 1991 and 1996, from a sample of 349 of the 21,026 lakes located in the north-eastern United States. Here we define lakes grouped by 6-digit Hydrologic Unit Code (HUC) as our small areas of interest. Since three HUCS had sample sizes of one, these were combined with adjacent HUCS, leading to a total of 23 small areas. Sample sizes in these 23 areas varied from 2 to 45. A (fixed) population of size $N = 21028$ was then defined by sampling $N$ times with replacement from the sample of 349 units, with probability proportional to a unit’s sample weight. A total of 1000 independent stratified random samples of the same size as the original sample were selected from this simulated population, with HUC sample sizes fixed to be the same as in the original sample. The survey variable $Y$ in this case was the Acid Neutralizing Capacity (ANC) of a lake - an indicator of the acidification risk of water bodies in water resource surveys - with elevation of the lake as the auxiliary variable $X$.

Results from this simulation are set out in Tables 3 and 4.

In our model-based simulations we again used the data from the EMAP survey, but this time based the population model underlying our simulations on variance components obtained by fitting a linear mixed effects model to these data. In particular, we generated a population of size $N = 21028$, with the same small area (HUC) population sizes as before. We used a sample size $n = 349$ and constrained the small area sample sizes to be the same as in the EMAP survey. These population and sample sizes were kept fixed in all our simulations. The model used to generate the population corresponded to a nested error regression model with random area effects for neighbouring areas distributed according to a SAR spatial correlation structure. This was of the form

$$y_i = 1000 - 3x_i + v_i + e_i$$

where the $x_i$ values were generated from the uniform distribution on $[10, 700]$, $v = (v_i) = (I_m - \rho W)^{-1}u$ was an $m$-vector of spatially correlated area effects with $u = (u_i)$ an $m$-vector of independent realisations from $N(0, \sigma^2_u)$ and the $e_i$ were individual error terms distributed as $N(0, \sigma^2_e)$. Using estimates derived from the linear mixed model fitted to the original EMAP survey data, we put $\sigma^2_u = 265000$ and $\sigma^2_e = 125000$, with intra area effect, $\gamma = \sigma^2_u/(\sigma^2_u + \sigma^2_e) = 0.68$. The row standardised SAR neighbourhood structure matrix $W$ used in the simulations was kept fixed and corresponded to contiguous HUCs in the EMAP survey data set. Population data for four values of $\rho$ (0.05,
0.25, 0.50 and 0.75) were generated and simple random samples selected from each small area, with a total of 1000 combinations independently simulated. The results from this simulation are set out in Table 5.

Table 1 shows the relative bias and relative root mean squared error for small area estimates calculated using the four different methods of small area estimation (EBLUP, MBDE, SEBLUP and SMBDE) based on repeated sampling from the simulated Northern Tuscany population. Corresponding coverage rates for nominal 95% intervals for area means generated by these four approaches are set out in Table 2. Tables 3 and 4 show analogous results for repeated sampling from the simulated EMAP population. Note that the estimated value of the spatial autocorrelation parameter $\rho$ in the original ISTAT farm survey data was quite small ($\hat{\rho} = 0.025$), while for the EMAP survey data this estimate was considerably larger ($\hat{\rho} = 0.50$). Table 5 shows the average values of relative bias and relative root mean squared error, both expressed in percentage terms, and average coverage rates for the different methods generated under the model based simulations. All averages in Table 5 are over the 23 small areas of interest.

The results set out in Table 1 show that both EBLUP and SEBLUP are very unstable in a few small areas (e.g. regions 3, 6 and 14), due mainly to there being little or no variability in the variable of interest in these areas. In such situations, the SEBLUP seems to perform worse than the EBLUP. In contrast, the MBDE and SMBDE methods appear unaffected by such behaviour. Since the average values of performance measures are influenced by outlying estimates, we compare different methods using the median values of their area-specific performance measures. From Table 1 we see that the median relative bias of MBDE is smaller than that of EBLUP. In contrast, the median relative root mean squared error of EBLUP is smaller than that of MBDE. The median relative bias and median relative root mean squared error of SEBLUP is marginally smaller than that of EBLUP. However, these values are almost same for MBDE and SMBDE. Table 2 shows that average coverage rates increase when estimation methods are based on a spatial model (SEBLUP and SMBDE).

The results in Table 3 show that in region 1 (with sample size 2) all methods are very unstable, while in regions 2 and 3 (both with samples of size 3) EBLUP and SEBLUP are unstable. As noted earlier, EBLUP in these regions is affected by lack of variability in the data whereas MBDE is influenced by the presence of outlying values (see Chambers and Chandra, 2006). Although the estimated spatial autocorrelation is relatively higher for the EMAP data compared to the Northern Tuscany data, the simulation results for the EMAP data (Tables 3 and 4) are similar to those for the Northern Tuscany data (Tables 1 and 2). In both cases we see that the overall gain from introduced spatial dependence into small area estimation is rather small.

Finally, in Table 5 we show the performance of the different methods when population (and sample) data follow the assumed model. Here, we considered
four different values ($\rho = 0.05, 0.25, 0.50, 0.75$) for the spatial autocorrelation parameter $\rho$ and a $W$ matrix that characterises the neighbourhood structure of the small areas in terms of the contiguity characteristics of the sampled lakes in the EMAP data. As in Chambers and Chandra (2006) we note that when the assumed model is correct, estimation via EBLUP dominates estimation via MBD. These results also show that in this case the gain in small area estimation from taking account of the spatial correlation of random effects remains marginal for the MBD estimator for all values of $\rho$ and only improves the performance of the EBLUP for large values of this parameter.

4. Concluding Remarks

This paper presents results from an initial exploration of the use of unit level models with spatially correlated area effects in small area estimation. In particular, we show how the EBLUP and MBD methods of estimation can be adapted for this situation. However, our empirical results, based both on real data as well as on simulated data under the spatial model, indicate that the gains from inclusion of spatial structure in small area estimation do not appear to be large. This is especially true for model-based direct estimation based on this structure (SMBDE), where the extra spatial information seems to have very little impact on the distribution of the SEBLUP weights that characterise this method of estimation.

There are many issues that still need to be explored in the context of using unit level models with spatially distributed area effects in small area estimation. The most important of these is identification of situations where inclusion of spatial information does have an impact, and the most appropriate way of then including this spatial information in the small area modelling process. An important practical issue in this regard relates to the computational burden in fitting spatial models to survey data. With the large data sets common in survey applications it can be extremely difficult to fit spatial models without access to high-end computational facilities. Although spatial information is becoming increasingly available in environmental, epidemiological and economic applications, there has been comparatively little work carried out on how to efficiently use this information. A further issue relates to the link between the survey data and the spatial information. In this paper we have assumed that all areas have sample units. In many situations this is not true, with survey data available only from a sample of areas. However, we often have spatial information for all areas. Saei and Chambers (2005) have explored the use of this spatial information in order to efficiently estimate the characteristics of the so-called ‘out of sample’ areas. Finally, we note that the spatial models considered in this paper have been based on neighbourhoods defined by contiguous areas. It is
easy to see that this is just one way of introducing spatial dependence between area effects, and several other options remain to be investigated.
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Table 1. Relative Bias and Relative Root Mean Squared Errors generated by
design based simulations using Northern Tuscany data. Regions are
arranged in order of increasing population size.

<table>
<thead>
<tr>
<th>Regions</th>
<th>Relative Bias (%)</th>
<th>Relative Root Mean Squared Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EBLUP</td>
<td>SEBLUP</td>
</tr>
<tr>
<td>1</td>
<td>4.11</td>
<td>10.39</td>
</tr>
<tr>
<td>2</td>
<td>32.18</td>
<td>70.11</td>
</tr>
<tr>
<td>3</td>
<td>278.07</td>
<td>415.79</td>
</tr>
<tr>
<td>4</td>
<td>64.39</td>
<td>93.43</td>
</tr>
<tr>
<td>5</td>
<td>-4.90</td>
<td>-7.72</td>
</tr>
<tr>
<td>6</td>
<td>70.18</td>
<td>71.76</td>
</tr>
<tr>
<td>7</td>
<td>36.94</td>
<td>44.49</td>
</tr>
<tr>
<td>8</td>
<td>9.08</td>
<td>1.79</td>
</tr>
<tr>
<td>9</td>
<td>24.60</td>
<td>24.53</td>
</tr>
<tr>
<td>10</td>
<td>41.54</td>
<td>42.31</td>
</tr>
<tr>
<td>11</td>
<td>11.07</td>
<td>12.94</td>
</tr>
<tr>
<td>12</td>
<td>-3.90</td>
<td>-9.87</td>
</tr>
<tr>
<td>13</td>
<td>-15.11</td>
<td>-14.54</td>
</tr>
<tr>
<td>14</td>
<td>116.59</td>
<td>140.97</td>
</tr>
<tr>
<td>15</td>
<td>5.25</td>
<td>1.26</td>
</tr>
<tr>
<td>16</td>
<td>-8.17</td>
<td>-7.73</td>
</tr>
<tr>
<td>17</td>
<td>8.53</td>
<td>7.52</td>
</tr>
<tr>
<td>18</td>
<td>7.46</td>
<td>8.38</td>
</tr>
<tr>
<td>19</td>
<td>5.29</td>
<td>9.43</td>
</tr>
<tr>
<td>20</td>
<td>9.81</td>
<td>6.74</td>
</tr>
<tr>
<td>21</td>
<td>-5.89</td>
<td>-10.25</td>
</tr>
<tr>
<td>22</td>
<td>-9.14</td>
<td>-9.67</td>
</tr>
<tr>
<td>23</td>
<td>-11.42</td>
<td>-12.33</td>
</tr>
<tr>
<td>Mean</td>
<td>28.98</td>
<td>38.68</td>
</tr>
<tr>
<td>Median</td>
<td>8.53</td>
<td>8.38</td>
</tr>
</tbody>
</table>
Table 2. Coverage rates generated by design based simulations using Northern Tuscany data. Intervals are defined by the small area mean estimate plus or minus twice their corresponding estimated root mean squared error. Regions are arranged in order of increasing population size.

<table>
<thead>
<tr>
<th>Regions</th>
<th>Coverage rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EBLUP</td>
</tr>
<tr>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
</tr>
<tr>
<td>5</td>
<td>1.00</td>
</tr>
<tr>
<td>6</td>
<td>0.50</td>
</tr>
<tr>
<td>7</td>
<td>1.00</td>
</tr>
<tr>
<td>8</td>
<td>1.00</td>
</tr>
<tr>
<td>9</td>
<td>0.98</td>
</tr>
<tr>
<td>10</td>
<td>0.99</td>
</tr>
<tr>
<td>11</td>
<td>1.00</td>
</tr>
<tr>
<td>12</td>
<td>1.00</td>
</tr>
<tr>
<td>13</td>
<td>0.65</td>
</tr>
<tr>
<td>14</td>
<td>1.00</td>
</tr>
<tr>
<td>15</td>
<td>1.00</td>
</tr>
<tr>
<td>16</td>
<td>0.49</td>
</tr>
<tr>
<td>17</td>
<td>1.00</td>
</tr>
<tr>
<td>18</td>
<td>0.98</td>
</tr>
<tr>
<td>19</td>
<td>1.00</td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
</tr>
<tr>
<td>21</td>
<td>0.98</td>
</tr>
<tr>
<td>22</td>
<td>0.91</td>
</tr>
<tr>
<td>23</td>
<td>0.99</td>
</tr>
<tr>
<td>Mean</td>
<td>0.93</td>
</tr>
</tbody>
</table>
Table 3. Relative Bias and Relative Root Mean Squared Errors generated by design based simulations using EMAP data. Regions are arranged in order of increasing population size.

<table>
<thead>
<tr>
<th>Regions</th>
<th>Relative Bias (%)</th>
<th>Relative Root Mean Squared Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EBLUP</td>
<td>SEBLUP</td>
</tr>
<tr>
<td>1</td>
<td>173.18</td>
<td>190.85</td>
</tr>
<tr>
<td>2</td>
<td>-17.18</td>
<td>-96.23</td>
</tr>
<tr>
<td>3</td>
<td>1044.89</td>
<td>1166.54</td>
</tr>
<tr>
<td>4</td>
<td>19.86</td>
<td>20.07</td>
</tr>
<tr>
<td>5</td>
<td>-12.08</td>
<td>-12.28</td>
</tr>
<tr>
<td>6</td>
<td>3.24</td>
<td>24.29</td>
</tr>
<tr>
<td>7</td>
<td>-0.28</td>
<td>-2.50</td>
</tr>
<tr>
<td>8</td>
<td>5.49</td>
<td>4.73</td>
</tr>
<tr>
<td>9</td>
<td>-8.07</td>
<td>-8.49</td>
</tr>
<tr>
<td>10</td>
<td>0.81</td>
<td>-0.25</td>
</tr>
<tr>
<td>11</td>
<td>7.19</td>
<td>4.51</td>
</tr>
<tr>
<td>12</td>
<td>-4.40</td>
<td>-5.07</td>
</tr>
<tr>
<td>13</td>
<td>-3.44</td>
<td>-0.23</td>
</tr>
<tr>
<td>14</td>
<td>3.07</td>
<td>4.10</td>
</tr>
<tr>
<td>15</td>
<td>-1.20</td>
<td>-1.09</td>
</tr>
<tr>
<td>16</td>
<td>22.12</td>
<td>25.14</td>
</tr>
<tr>
<td>17</td>
<td>4.15</td>
<td>2.53</td>
</tr>
<tr>
<td>18</td>
<td>-0.86</td>
<td>-3.29</td>
</tr>
<tr>
<td>19</td>
<td>0.38</td>
<td>1.51</td>
</tr>
<tr>
<td>20</td>
<td>-1.30</td>
<td>-2.10</td>
</tr>
<tr>
<td>21</td>
<td>2.15</td>
<td>1.49</td>
</tr>
<tr>
<td>22</td>
<td>4.85</td>
<td>2.90</td>
</tr>
<tr>
<td>23</td>
<td>-0.41</td>
<td>0.49</td>
</tr>
<tr>
<td>Mean</td>
<td>54.01</td>
<td>57.29</td>
</tr>
<tr>
<td>Median</td>
<td>0.81</td>
<td>1.49</td>
</tr>
</tbody>
</table>
Table 4. Coverage rates generated by design based simulations using EMAP data. Intervals are defined by the small area mean estimate plus or minus twice their corresponding estimated root mean squared error. Regions are arranged in order of increasing population size.

<table>
<thead>
<tr>
<th>Regions</th>
<th>Coverage rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EBLUP</td>
</tr>
<tr>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
</tr>
<tr>
<td>5</td>
<td>1.00</td>
</tr>
<tr>
<td>6</td>
<td>1.00</td>
</tr>
<tr>
<td>7</td>
<td>0.83</td>
</tr>
<tr>
<td>8</td>
<td>0.98</td>
</tr>
<tr>
<td>9</td>
<td>0.60</td>
</tr>
<tr>
<td>10</td>
<td>0.92</td>
</tr>
<tr>
<td>11</td>
<td>1.00</td>
</tr>
<tr>
<td>12</td>
<td>0.77</td>
</tr>
<tr>
<td>13</td>
<td>0.74</td>
</tr>
<tr>
<td>14</td>
<td>1.00</td>
</tr>
<tr>
<td>15</td>
<td>0.75</td>
</tr>
<tr>
<td>16</td>
<td>1.00</td>
</tr>
<tr>
<td>17</td>
<td>1.00</td>
</tr>
<tr>
<td>18</td>
<td>1.00</td>
</tr>
<tr>
<td>19</td>
<td>1.00</td>
</tr>
<tr>
<td>20</td>
<td>0.78</td>
</tr>
<tr>
<td>21</td>
<td>1.00</td>
</tr>
<tr>
<td>22</td>
<td>1.00</td>
</tr>
<tr>
<td>23</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Mean 0.92 0.92 0.95 0.96
Table 5. Average Relative Bias (ARB, %), average Relative Root Mean Squared Error (ARRMSE, %) and average Coverage Rate (ACR) generated by model-based simulations. All averages are over the 23 small areas of interest.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Methods</th>
<th>ρ 0.05</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARB, %</td>
<td>EBLUP</td>
<td>-8.22</td>
<td>-4.96</td>
<td>-25.56</td>
<td>45.84</td>
</tr>
<tr>
<td></td>
<td>SEBLUP</td>
<td>-4.51</td>
<td>-5.13</td>
<td>-20.35</td>
<td>41.09</td>
</tr>
<tr>
<td></td>
<td>MBDE</td>
<td>-35.25</td>
<td>5.02</td>
<td>9.80</td>
<td>69.16</td>
</tr>
<tr>
<td></td>
<td>SMBDE</td>
<td>-35.12</td>
<td>5.03</td>
<td>9.64</td>
<td>68.74</td>
</tr>
<tr>
<td>ARRMSE, %</td>
<td>EBLUP</td>
<td>448.91</td>
<td>305.26</td>
<td>258.18</td>
<td>932.95</td>
</tr>
<tr>
<td></td>
<td>SEBLUP</td>
<td>451.18</td>
<td>305.31</td>
<td>256.38</td>
<td>911.47</td>
</tr>
<tr>
<td></td>
<td>MBDE</td>
<td>921.80</td>
<td>622.98</td>
<td>531.09</td>
<td>1924.81</td>
</tr>
<tr>
<td></td>
<td>SMBDE</td>
<td>921.71</td>
<td>622.97</td>
<td>531.13</td>
<td>1922.11</td>
</tr>
<tr>
<td>ACR</td>
<td>EBLUP</td>
<td>0.95</td>
<td>0.94</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>SEBLUP</td>
<td>0.95</td>
<td>0.94</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>MBDE</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>SMBDE</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
</tbody>
</table>
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ABSTRACT

The subject matter of the article evolves around the harmonized methodology of surveys collecting data on the different aspects of services which have been undertaken within the European Statistical System. Poland actively participates in these works. In years 2003—2006 the Central Statistical Office of Poland took part in two pilot projects initiated by Eurostat: „Demand for services” and „Business services”. In the article the following items of methodology are included: the subjective and objective scope of survey, the completion of survey, methodological processing and overall assessment of survey. In each of the mentioned items there is information on aspects of surveys conducted in countries participating in the given project as well as more detailed information related to survey realized by official statistics services.
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1. Introduction

Nowadays the service activities play the leading role in generating the value added and demand for labour. In 2003 in the developed countries the service sector produced about ¾ of value added of total economy. The largest share was achieved in Luxembourg — 83.1% and in the USA — 75.6%. Belgium, the United Kingdom and France recorded a little lower share — about 74.0%. As regards the creation of workplaces the service sector reached the largest share in Luxembourg — 77.2% and the Netherlands — 76.7% of total number of persons employed. In the United Kingdom that share amounted to 75.5%, in Sweden — 75.2%, and in the USA — 75.6%. Similar tendencies are being observed in Polish economy. In 1995 Polish enterprises running the service activities created 56.9%
of value added while in 2003 that share jumped to the level of 66%. At the same
time the share of people employed in the service activities raised from 43% to
above 55% of number of persons employed in whole economy.

In the view of globalisation process the value added or numbers of persons
employed are not the variables which sufficiently describe the phenomena taking
place in the service sector. Due to the significant increase in demand for
information on the service sector the need for the development of statistics
concerning that sector has alluded. Therefore, within the framework of the
European Statistical System the pilot studies, which one of the main objectives
was to elaborate the harmonized methodology of surveys collecting information
on the selected areas of services activities, were launched. In years 2003—2006
Poland took active participation in two pilot studies initiated by the
Eurostat:”Demand for services” and”Business services”. The main objective of
these studies was to elaborate the harmonized methodology of surveys collecting
information on the selected areas of services activities.

2. The pilot study „Demand for services”

The development of the service sector is driven by the growth in demand for
services placed by households as well as economy. Therefore, in order to
understand better the relationship between the service sector and other sectors of
the economy within the works of European statisticians the efforts this aimed at
understanding reasons for growth of the services. To which extent is the growth
caused by an externalisation of the production of services that previously have
been produced in-house?

Moreover, hitherto the surveys have not been intended to collect detailed
information of international trade in services. The pilot survey was expected to
collect information which would enable to describe the internationalisation of
services and shed some light on the malfunctioning of the internal market for
services.

The study was also to test the feasibility of enlarging the statistical
coverage of the services sector. The purpose was to obtain the breakdown of
variable “Total purchases of goods and services” into a “goods” and a “services”
part and to further disaggregate the purchases of services into different types of
services.

The project “Demand for services” was launched by a Eurostat grant call in
March 2003. Surveys were carried out according to the methodology elaborated
within the works of Eurostat’s Task Force “Demand for services” in 9 Member
States: Denmark, Finland, Germany, Greece, Latvia, Lithuania, Poland, Slovenia
and Sweden. It enabled to describe the size of demand of companies for the
selected types of services and provided information on the residence of the main
service provider (country/abroad). Moreover, identifying the type and importance
of barriers to the free movement of services between the EU countries as well as
the plans of enterprises for its purchase outside company were also the crucial items of study.

2.1. Population frame, sample and response rate

The survey aimed at covering the following economic sectors of NACE Rev.1.1:

- Manufacturing (by NACE Section D);
- Construction (by NACE Section F);
- Wholesale and retail trade, repair of motor vehicles, motorcycles and personal and households goods (by NACE Section G);
- Hotels and restaurants (by NACE Section H);
- Transport, storage and communication (by NACE Section I);
- Real estate, renting and business activities (by NACE Section K without division 70);
- Other community, social and personal service activities (by NACE division 90 and 92.1 + 92.2 of Section O);

The survey comprised enterprises with the number of persons employed 50 and more. However, most national statistical institutes decided to include also enterprises with the number of persons employed 20—49. The results of survey were presented at the level of the selected groupings by NACE broken down by size classes according to the number of persons employed for enterprises with the number of persons employed 50—249 and enterprises with the number of persons employed 250 and more. In Poland the examination was conducted as a full survey and comprised all units with the number of persons employed 50 and more.

In most countries the survey was based on a sample. The population frame was either the business register or the structural business statistics data. The stratified random sampling has been applied in the majority of countries, whereas two countries, Poland and Slovenia, have included all units from the frame and carried out a census.

In total nearly 40 000 enterprises received the questionnaire of survey and approximately 25 400 have responded, corresponding to the response rate of 64%. The response rate varied from 32% in Denmark and Finland as the lowest to 95% in Latvia. It was related with the fact whether the survey was conducted on voluntary or mandatory basis and whether reminder procedures are restricted.

The reminder procedures included the use of telephone reminder and mail reminders. The number of reminders varies from 1 to 3. This may be the reflection of different standard procedures, resources available, or the policy concerning the use of reminders in voluntary surveys. Germany has used another way of tackling the response burden: for each enterprise selected, two ‘back-up’ enterprises were pointed out where possible. If the first did not react, the questionnaire was send to the next enterprise etc.
In Poland the population frame was the business register. In the final card index of survey there were nearly 15,000 units and the response rate was amounted for 84%. When the deadline for submitting the Euro–U questionnaire expired the regional offices applied to units to encourage them to participate in the survey by filling in the form. In this case as well as in any voluntary pilot projects it was done in a manner of a request rather than typical official reminder. Finally the regional offices enterprises agreed to take part in the survey. Thanks to that the response rate was quite high in this survey.

2.2. The scope of information collected within the study

The objective scope of survey covered total amount of purchased services (expressed in PLN) and its structure by the following selected groups of services (according to PKWiU):

I. **Transport and logistic services** (60—63; 64.1): land transport; transport via pipelines; water transport; air transport; cargo handling, storage and warehousing; other supporting and auxiliary transport services; services of travel agencies; post and courier services

II. **ICT services** (72, 64.2): hardware and software consultancy; customized software; data processing and database services; web hosting; maintenance and repair services; other computer related services; telecommunication services (packaged software and hardware purchases are excluded)

III. **Marketing and sales-related services** (51.1; 74.13, 74.4, 74.84, 15): intermediation in wholesale (commissions); market research and public opinion polling; advertising; organization of exhibitions, fairs and congresses.

IV. **Professional and business services** (74.1 — excl. 74.13): legal services, incl. patent advice; accounting, book-keeping and auditing services; tax consultancy; business and management consultancy; holdings (except market research and public opinion polling).

V. **Human resources related services** (74.5; 80; 85.1): labour recruitment and provision of personnel; education and trainings; human health services.

VI. **Financial intermediation services** except insurance and pension funding (65—67): financial intermediation; financial leasing; other financial intermediation; insurance and pension funding, administration of financial markets; security broking and fund management; services auxiliary to insurance and pension funding; services auxiliary to financial intermediation n.e.c..

VII. **Real estate, renting and operational leasing** (70—71 — excl. 70.3): real estate services with own property; buying and selling of own real estate; renting or leasing of automobiles; renting of other transport
equipment; renting of machinery and equipment without operator; 
renting of personal and household goods (excl. financial leasing and 
management of real estate on a fee or contract basic).

VIII. **Research and development services (73):** — Research and 
experimental development on any kind of science.

IX. **Architectural, engineering and related technical consultancy 
services (74.2 & 74.3):** architectural design services for buildings and 
other structures; urban planning services; scientific and technical 
consultancy services related to engineering issues; composition and 
purity testing and analysis services; testing and analysis services of 
physical properties; testing and analysis services of integrated 
mechanical and electrical systems; technical automobile inspection 
services; other technical inspection services.

X. **Auxiliary services (50.2; 52.7; 55.5; 70.3; 74.6; 74.7; 74.82; 74.83):** 
maintenance and repair of motor vehicles; road assistance; repair of 
personal and household goods; canteens and catering; real estate 
services on a fee or contract basic; investigation and security services; 
industrial cleaning; packaging services; secretarial and translation 
services.

XI. **Royalties and license fees:** concessions, licenses and franchising, 
patents, industrial design, trademarks, copyright incl. film and music 
rights, excluding software. (excl. legal and patent advice, incl. other 
personnel related services)

XII. **Other services:** (renovation and construction services; repairs of the 
machinery and equipment, etc.).

as well as the costs related with using concessions, patents, trade marks, 
author rights, etc.

Moreover, supplementary qualitative information on the ways of service 
purchase (inside enterprise, within the group of enterprises, outside enterprise); 
types of contracts (current EU countries, outside EU countries); reasons for 
purchasing services abroad and plans of enterprises for purchasing the services 
were collected.

2.3. **Questionnaire**

The survey was conducted basing on the questionnaire which was developed 
in cooperation between Eurostat and the project leadership. The proposed 
questionnaire was tested in a pilot survey. It led to corrections and changes 
reflected in the final questionnaire. In most participating countries the 
questionnaire was adopted to national layout. However, these changes have not 
influenced the comparability.

In Poland the survey was conducted by using the Euro-U questionnaire 
“Report on purchase of external services in 2003”, which was designed on the
basis of the questionnaire proposed by the project task force. Before conducting the pilot study the questionnaire was tested. The test survey, which was carried out in March 2004, was based on two questionnaires: U-p and U-p/Euro. One of them was elaborated by a team of Polish experts, whereas, another one was the strict translation of the Eurostat draft questionnaire.

The test turned out to be very helpful stage of preparatory works because it enabled to verify information whether it is possible to fill in the questionnaire, correctness of records and descriptions, answering time. The reporting units could also include notes concerning the structure of the questionnaires, the way of understanding the explanations and also general remarks to the survey. Thanks to the test survey and remarks from enterprises additional knowledge on how the services of reporting units were entered into book-keepings accounts was gained. The responding units came across a lot of difficulties when fulfilling information on the costs of purchased services as the expenditures on the purchase of services from external enterprises are recorded in various fields of the profit and loss statement. While designing the questionnaire we had to take into account the ways of financial reporting required by Polish law on accounting.

2.4. The completion of the survey

In most countries the survey was voluntary. In all countries the survey was conducted as a postal survey, and only in Latvia electronic questionnaires were available for the respondents.

In Poland the „Demand for services” project was realized by official statistics services. Substantial and co-ordination works was carried out in the Central Statistical Office (CSO) with participation of statistical offices (whose main task was to carry out a field survey, send questionnaires and collect them, check, validate, contact with respondents, participate in the substantial and co-ordination works etc.) and other CSO experts who provided survey organisation and computer services for the project needs (incl. works related to processing and generating results tables).

In Poland the pilot survey was voluntary for the respondents. The regional offices sent out questionnaires to the reporting units by mail according to the previously received card index of survey and guidelines for conducting the survey. The survey with attached explanations was sent to the respondents on 31 May 2004 with the deadline for 25 June 2004.
2.5. Methodological processing

Various methods were used for correcting inconsistencies and item non-response:

- Item non-response corrected via telephone contact
- Via electronic processing
- Electronic processing combined with manual treatment
- Via electronic processing and telephone contact.
- Imputation for item non-response by different imputation methods

The method used for raising figures has been similar and the Horwitz-Thompson estimator has been used in almost all countries.

In Poland the software for entering, validating and processing of the collected data was prepared by the Central Statistical Computing Center (COIS). During the process of entering data the control of logical and book-keeping correctness as well as the completeness of survey was conducted. If there was no data in the particular part of questionnaire statistical offices tried to contact the respondents in order to clarify any incompatibilities. When there was the lack of the more detailed breakdown of quantitative data the enterprises were asked to prepare estimated data. All problems connected with individual data were explained directly with the responding units.

The next step of processing data was to create the control tables for voivodships’ datasets and then compare the individual survey data with the data obtained during structural business surveys. After clarifying all arisen divergences datasets were accepted and merged into one national set. On its base the national control tables were elaborated.

The sets of individual data were aggregated into one national dataset. Taking into consideration a high response rate as well as the fact of using appropriate unit selection (full population of the units with the number of persons employed 49 and more) and the aim of survey (defining the structure of service purchase, area of the services; barriers in purchasing them as well as enterprises’ plans in the filed of generation of the services) it was decided that grossing up of the collected data is not necessary.

2.6. Overall assessment of the survey — conclusions:

1. Generally speaking, the survey has been conducted successfully.
2. The coordinators find that a disaggregation of the SBS variable “Total purchases of goods and services” into a “goods” and a “services” into a “goods” and a “services” part is feasible, and that a further breakdown into different types of services could be possible with further investigation in service categories.
3. The test survey, as a preparatory stage for the “Demand for services” project, was unusually useful.
4. Generally, the questionnaire worked relatively well. The most common problem related to the questionnaire concerned the definitions of the services categories. It seems that even though an explanation had been developed, the enterprises found it difficult to relate their accounts and everyday production or purchase of services to the defined categories.

5. One of the main problems with the survey was that parts of the questionnaire were filled in by different people, e.g. the questions on use of external service providers may have been filled in by persons with knowledge of purchase strategies, whereas the questions on actual purchase of services and investments were typically filled in by persons with knowledge of accounts and therefore the results were not always consistent.

6. Some countries stated that a higher response rate could have been reached if the qualitative part of the questionnaire had been separated from the quantitative part.

7. Almost all national statistical offices have had problems concerning the response burden.

8. Voluntary surveys should be kept as simple as possible.

9. The most common problem related to the questionnaire concerns the definitions of the categories.

3. The pilot study „Business services”

Among the service activities the business services related activities 1 (by NACE division 72 and 74) develops very dynamically. Therefore, in 1999 Eurostat launched a development project “Methodological development and harmonised data collection for business services”. It includes the number of pilot studies in the scope of business services and its main purpose was to improve the statistical coverage of the business services sector. A proposed questionnaire was developed and tested in a pilot survey in NACE 72. After an evaluation of the pilot survey a full scale survey in NACE 72, 74.12, 74.13, 74.14, 74.20 and 74.40 was launched. The work of the project has advanced to a stage where methodological guidelines have been developed and tested. The survey has now been carried out in three different years (2001, 2003 and 2004). During the years the questionnaire has been developed and changed in order to improve it. The coverage of division 74 was further extended to also cover NACE 74.11, 74.30,

---

1 The project “Business services” includes the following types of service activities: computer and related activities, legal activities, accounting, book-keeping and auditing activities; tax consultancy; market research and public opinion polling activities; business and management consultancy activities; architectural and engineering services and related consultancy; technical testing inspection and analysis services; advertising; labour recruitment and provision of personnel activities
and 74.50 in the second year. Since the beginning of the project new participating
countries have joined the project.

For the year 2004 the coverage of the questionnaire remained unchanged from
that of 2003. The variables covered only presented marginal changes. On the
other hand the 2004 survey included a series of qualitative questions relating to
cross-border trade which are completely new.

Poland joined the project at its second edition. The implementation of the
project required pre-assessment of the current works in the field of business
services statistics with special focus on the scope of the available data as well as
the organisation of the statistical surveys. As a result two pilots studied for the
reference years 2003 and 2004 were carried out. Due to the large population of
enterprises running the business services related activities in Poland they were
surveyed within two separate studies.

3.1. Population frame, sample and response rate

The survey for the reference year 2004 aimed at covering the following
economic activities of NACE rev. 1.1:

- 72.10 Hardware consultancy
- 72.21 Publishing of software
- 72.22 Other software consultancy and supply
- 72.30 Data processing
- 72.40 Database activities
- 72.50 Maintenance and repair of office, accounting and computing
  machinery
- 72.60 Other computer related activities
- 74.11 Legal activities
- 74.12 Accounting, book-keeping and auditing activities; tax consultancy
- 74.13 Market research and public opinion polling activities
- 74.14 Business and management consultancy activities
- 74.201 Architectural activities
- 74.202 Engineering activities and related technical consultancy
- 74.30 Technical testing and analysis
- 74.40 Advertising services
- 74.50 Labour recruitment and provision of personnel

The survey comprised the enterprises of all size classes. The results of survey
were presented broken down by size classes according to the number of persons
employed as follows for quantitative data (turnover data): enterprises with the
number of persons employed 9 and less, enterprises with the number of persons
employed between 10—49, enterprises with the number of persons employed
between 50—249, enterprises with the number of persons employed 250 and
more and for qualitative data (cross-border trade data): enterprises with the
number of persons employed 49 and less and enterprises with the number of persons employed 50 and more.

In Poland the above mentioned services activities were surveyed within two studies carried out for two consecutive reference years 2003 and 2004. The project for the reporting year 2003 covered the following services activities:

- computer and related activities (NACE 72),
- accounting, book-keeping and auditing activities; business and management consultancy activities (NACE 74.12+74.14),
- architectural and engineering activities (NACE 74.20),
- advertising (NACE 74.40)

The next edition of “Business services” project for the reporting year 2004 covered the enterprises running the following activities:

- legal activities (NACE 74.11),
- market research and public opinion polling (NACE 74.13),
- technical testing and analysis (NACE 74.3),
- labour recruitment and provision of personnel (NACE 74.5)

In Poland there is the lack of more detailed breakdown for the size class of enterprises with the number of persons employed 49 and more into enterprises with the number of persons employed between 50 and 249 and those with the number of persons employed 250 and more.

The population frame in the different participating countries was the business register or the structural business statistics frame work. Some countries have used stratified sample, while other have used the probability proportional to size sampling. In total nearly 81 000 enterprises have received a business services questionnaire, and approximately 31 500 have responded, corresponding to a response rate of 40 per cent (un-weighted). From approximately 20 per cent in Poland, as the lowest, to approximately 95 per cent in Denmark as an absolute maximum.

The procedures used for improving response rates where telephone reminders or mail reminders. The number of reminders procedures varies from 1 (in Finland, Germany and Slovakia) to 4 (in Latvia and Slovenia). This may be the reflection of different standard procedures, resources available, or the policy concerning the use of reminders in voluntary surveys.

In Poland the surveys were conducted as representative surveys. In the case of survey for the reference year 2003 at the planning stage it was considered to cover all of the large units (with the number of persons employed 49 and more) and 25% sample of the medium (with the number of persons employed 10—49) and small (with the number of persons employed 9 and less) units. However, due to the fact that in the test survey responded approx. 1 000 reporting units, the final sample covered all enterprises with the number of persons employed 10 and more and sample of enterprises with the number of persons employed 9 and less. The survey for the reference year 2004 covered all enterprises with number of persons
employed 10 and more and 45 % sample selected from the enterprises with number of persons employed 9 and less.

The base for defining the subjective scope of survey was the population frame for annual surveys on structural business statistics for the surveyed reference years 2003 and 2004 taking into account the selected classes and groups by NACE:

- survey for the reference year 2003: 7210, 7220, 7230, 7240, 7250, 7260, 7412, 7414, 7420, 7440;
- survey for the reference year 2004: 74.11; 74.13; 74.30; 74.50.

The frame was broken down by employment size classes: large enterprises (>49), medium enterprises (10—49) and small enterprises (<10).

The algorithm of sample allocation in small enterprises with number of persons employed 9 and less for both surveys was similar. Algorithm of the fixed precision allocation from Lednicki and Wieczorkowski (2003) was used. This algorithm allows division of the sample with given sample size to subsamples in such a way that expected precisions for the surveyed variable estimator (mean or total) should be optimal and equal in all subpopulations. In this real application it was also assumed that all coefficients of variations were equal, because there was no historical information available from the previous surveys. Sample allocation obtained from such algorithm for each class of NACE was finally divided proportionally into geographical regions (voivodships). Using this method the sample for enterprises with the number of persons employed 9 and less amounted to:

- survey for the reference year 2003 — 41 428 units
- survey for the reference year 2004 — 27 999 units

According to the sample allocation into strata the sample was drawn, independently in strata by simple random sampling without replacement using the SAS SURVEYSELECT procedure.
Table 1. Number of enterprises in population frame and sample of survey „Business services” for the reference years 2003 and 2004

<table>
<thead>
<tr>
<th>Kind of activity</th>
<th>Symbol by NACE</th>
<th>Year</th>
<th>Specification</th>
<th>Size classes by the number of persons employed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>population frame</td>
<td>sample</td>
</tr>
<tr>
<td>Computer and related activities</td>
<td>72</td>
<td>2003</td>
<td>38 387</td>
<td>18 172</td>
</tr>
<tr>
<td>Legal activities</td>
<td>74.11</td>
<td>2004</td>
<td>17 939</td>
<td>8 632</td>
</tr>
<tr>
<td>Accounting, bookkeeping and auditing activities</td>
<td>74.12</td>
<td>2003</td>
<td>30 856</td>
<td>5 846</td>
</tr>
<tr>
<td>Market research and public opinion polling</td>
<td>74.13</td>
<td>2004</td>
<td>6 797</td>
<td>4 825</td>
</tr>
<tr>
<td>Business and management consultancy activities</td>
<td>74.14</td>
<td>2003</td>
<td>26 338</td>
<td>5 666</td>
</tr>
<tr>
<td>Architectural and engineering activities</td>
<td>74.20</td>
<td>2003</td>
<td>60 634</td>
<td>6440</td>
</tr>
<tr>
<td>Technical testing and analysis</td>
<td>74.30</td>
<td>2004</td>
<td>4 388</td>
<td>3 473</td>
</tr>
<tr>
<td>Advertising</td>
<td>74.40</td>
<td>2003</td>
<td>20 057</td>
<td>5 304</td>
</tr>
<tr>
<td>Labour recruitment and provision of personnel</td>
<td>74.50</td>
<td>2004</td>
<td>33 098</td>
<td>11 069</td>
</tr>
</tbody>
</table>

Source: REGON — Register of units GUS.

In the final samples (card index) there were 44 451 units for the reference year 2003 and 28 546 enterprises for the reference year 2004.

As far as the response rate is concerned it amounted to 28% in case of survey for the reference year 2003 and 20% in survey for the reference year 2004. The level of response rate was determined by the voluntary nature of survey and the major share (above 90%) of enterprises with the number of persons employed 9 and less in the population of surveyed enterprises. Moreover, the response rate depended on the employment size classes. In the group of enterprises with persons employed 50 and more, despite of the voluntary nature of the survey, in the survey for the reference year 2003 — 96% and in the survey for the reference year 2004 — 80% of enterprises responded. The smaller enterprise the lower response rate was recorded.
3.2. The scope of information collected within the study

Within the conducted surveys data on the value and structure of turnover broken down by:
- product;
- type of client: households and other non-commercial institutions, enterprises, public sector;
- residence of client: country, EU countries, non-EU countries was collected.

Moreover, within the survey for the reporting year 2004, apart from the data on the structure of turnover broken down by product, type and residence of client, information on the types of cross-border trade, the reasons for its development and the perceived barriers was also collected.

3.3. Questionnaire

The survey was conducted basing on the draft questionnaire which was developed in cooperation between Eurostat, the Commission’s DG-Enterprise and the project leadership as early as 1999. The proposed questionnaire was tested in a pilot survey during 2000 concerning enterprises in NACE 72, leading to corrections and changes. During the years the questionnaire has been developed and changed, and new variables have been included or some have been excluded. In the participating countries the questionnaires have been adopted to national layout. There were only small deviations from the one proposed by Eurostat.

The main change in the questionnaire concerning 2004 is that the qualitative questions concerning cross-border trade have been included. Almost all of the participating countries had more or less problems with this part of the survey, especially with the last question concerning the barriers met in cross-border trade.

There have also been problems with the definition of cross-border trade. In Sweden the definition has been interpreted as export, in Norway the definition was import and/or export of goods and/or services. In the United Kingdom for example, the majority of respondents were unsure about which countries were classed as cross-border. There was not any pilot survey on the cross-border trade questions. The questions were directly included in the business services questionnaire.

In Poland both surveys were conducted by using 8 different questionnaires designed separately for each of the surveyed activities:
1. Computer and related activities (by NACE 72) — „Report on turnover in computer and related services in 2003” — BS-Info;
2. Legal activities (by NACE 74.11) — „Report on turnover in legal activities in 2004” — BS-Praw;
3. Accounting, book-keeping and auditing activities; Business and management consultancy activities (by NACE 74.12+74.14) — „Report
on turnover in accounting, book-keeping and auditing services in 2003” — BS-Gosp;
4. Market research and public opinion polling (by NACE 74.13) — „Report on turnover in market research and public opinion polling in 2004” — BS-Ryn;
5. Architectural and engineering activities (by NACE 74.120) — „Report on turnover in architectural and engineering services in 2003” — BS-Arch;
6. Technical testing and analysis (by NACE 74.30) — „Report on turnover in technical testing and analysis in 2004” — BS-Tech;
7. Advertising (by NACE 74.40) — „Report on selling advertising services in 2003” — BS-Rek;
8. Labour recruitment and provision of personnel (by NACE 74.50) — „Report on selling labour recruitment and provision of personnel in 2004” — BS-Prac;

The test survey for the reference year 2003 aimed at obtaining information on the possibilities for filling in the questionnaires, correctness of the records and instructions. The final version of above specified questionnaires was designed basing on information collected during the test survey.

As experiences gained during the realization of survey for the reference year 2003 were used in preparing the survey, therefore, it was not necessary to conduct the test survey for the reference year 2004.

3.4. The compilation of the survey

The survey was voluntary in four (Finland, Germany, Poland and Slovakia) of the 15 participating countries. In Sweden the qualitative part of the survey was voluntary, but the quantitative part was mandatory. In most of the countries the survey was carried out as a postal survey, but in Finland, Latvia, Norway, Spain and in Sweden the enterprises had the opportunity to choose an electronic questionnaire (by Internet). In Greece the private associations visited the enterprises and introduced the questionnaire.

In Poland the “Business services” project was conducted by official statistics services. Substantial and co-ordination works was carried out in the Central Statistical Office (Service Statistics Division) with participation of statistical offices and other CSO. The division of tasks was the same like in “Demand for services” project.

The questionnaires of survey were transferred to regional statistical offices, which then sent them out by regular post to reporting units according to the previously defined card index (sample) and guidelines for survey implementation. The questionnaires were accompanied by instructions and a cover letter signed by President of the CSO.
3.5. Methodological processing

The participating countries used various methods for correcting inconsistencies and item non-response, among others:

- Item non-response corrected via telephone contact
- Via electronic processing
- Electronic processing combined with manual treatment
- Via electronic processing and telephone contact
- Imputation for item non-response by different imputation methods

All participating countries more or less have problems with item non-response, especially the cross-border trade questions. If the questionnaire was not filled in properly, the enterprises in the participating countries were contacted and tried to correct the questionnaire or get the missing responses. This way of treatment on item non-response concerns mostly the turnover questions. However not so much effort was spent regarding the qualitative part of the questionnaire. If the data was still missing a range of imputation methods have been used. Some example of imputation methods are:

- In Finland item non-response in the questions on Barriers met in cross-border trade was treated using the option don’t know/not applicable.
- In Spain questionnaires with item non-response is considered as not valid.
- In Slovenia item non-response was imputed using the mean imputation method and the hot-deck method. The latter means that every time the process of imputation of missing values is run, different donors donate their values in order to impute missing values.
- In Sweden the most common answer was used as imputation method if there were no tick mark for cross-border trade questions B, C and D.

Looking at the number of item non-response, the question block Barriers met in cross-border trade have the highest number of enterprises with no answer. As mentioned before most of the participating countries seem to have problem with this questions.

In Poland the logic and book-keeping control as well as completeness control of surveys were conducted during registration process of the collected data. When some part of the form was not completely filled in the personnel of the regional statistical offices contacted directly with enterprises in order to get missing data. Thanks to this, at the national level there were no missing answers or partly answered questions. Then, the individual datasets from the voivodships (regions) were merged into control tables. The comparative analyses of the individual data obtained during the surveys with the results from structural surveys of enterprises were conducted. After clarifying all divergences the datasets were approved and merged into one national compilation, and on its base the control tables for total Poland were compiled.

The obtained data was grossed up by number of units in the given population level and size class. The generalization was done with a co-operation with the
experts (mathematicians) in the scope of sample selection and generalization according to the following algorithm:

Original sampling weights were obtained by means of the SURVEYSELECT procedure and were simply ratios of the number of units in the frame to the number of units in the sample in the corresponding strata. These original weights were corrected by the so called activity coefficients according to formula:

$$f_s = \frac{1}{n} \left\{ RA_{01} + RA_{08} \frac{n - RA_{01}}{n - RA_{01} - RA_{09}} \right\}$$

where $n$ means the number of units in the analyzed stratum, and $RA_{code}$ is the number of units in the given stratum with the value of the $RA$ field (symbol of the participation of the unit under examination in the survey e.g. $RA=01$ means that the unit participated in the survey, $RA=08$ means that the unit did not want to respond but was localized, $RA=09$ lack of contact and so on) equal code.

Corrected weights were denoted as $W'$, where $W'=WF_s$, and $W$ denotes original weight. Weights calculated in this way then (after the correction) were modified according to the formula $W'' = W' \sum_{RA=01} \frac{W'}{\sum W'}$ (in every stratum) because of lack of the answer in strata.

Weights $W''$ were used to produce estimators for selected variables in defined subpopulations.

The corrected weights were also obtained separately for big and medium units using described algorithm, where original theoretical weights (equal to one) were modified in four NACE classes.

Based on the grossed-up results the national results tables were elaborated. The survey results were discussed together with the experts of structural business statistics and mathematicians. Comparing and matching data, for enterprises with number of persons employed 9 and less, from the pilot project with data from structural business statistics surveys it is important to highlight that both surveys (pilot project and SP3 “Reporting on business activities” survey) are representative and different methods of sampling and results estimation were used.
3.6. Overall assessment of survey

1. Generally speaking, the survey has been conducted successfully and the coordinators think it is feasible to collect this kind information, except the cross-border trade part of the survey where there has been a large number of item non-response.

2. It would also have been a good idea to test in a pilot study whether it is preferable to collect both the quantitative and qualitative data in the same questionnaire. Some participating countries mentioned that a higher response rate could have been reached, if the qualitative part of the questionnaire had been separated from the quantitative part. In Sweden this solution, as mentioned before, worked well.

3. One of the main problems with the survey was that different parts of the questionnaire were not always filled in by the same person, e.g. the questions of turnover may have been filled in by persons with knowledge of sales, whereas the questions on cross border trade were typically filled in by persons with knowledge of export and export strategies.

4. To get higher response rate the survey probably need to be mandatory, which was not the case in all participating countries carrying out this survey. In participating countries where the survey was voluntary the response rate was much lower than in countries where it was mandatory.

5. One of the main problems with the collection of turnover divided into different products is that the products are not known in advance by enterprises and that the product list is very detailed. Therefore the enterprises have problems in reporting these data since their accounting system do no match the product categories in the questionnaires. It is advisable that the enterprises should know the product categories well in advance in order to arrange their accounting system before the data collection.

6. Many participating countries also said that they have problem with break down of client by type of enterprise.
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The article presents the results of an analysis of Poland’s employment structural changes as compared with the EU countries. The conducted research on Poland’s similarity to the EU-15 countries and the countries which joined the Union in 2004, is based on specific structure similarity measures. Also, the extent of Poland’s and the EU’s structural changes was assessed in 1980—2004. The analysis of the sector-based employment structure in Poland and the EU countries indicates the occurrence of similar trends: a decreasing share of employees in sector I (agriculture), in favour of sector III (service sector). Apart from the recorded favourable trends, there are considerable differences between Poland and EU countries. The share of farming-related employees in Poland is high (four times as high as average figures in EU-15), while the respective share in the service sector is low (approx. 50% of the total number of employees); the respective average level reached by EU-15 countries is 70%. The results of the research indicate that the major changes to Poland’s employment structure occurred at the beginning of the economic transformation process, i.e. between 1990 and 1995.

Keywords: employment structure, employment rate, older workers, part-time work, classification, taxonomic distance.

1. Introduction

Structural changes occur at different levels and may relate to different economic areas. A number of experts believe that social and economic transformations at the national and regional level are mainly reflected in sector-, or industry-related employment structure. Employment structure in the economy’s particular sectors constitutes a major criterion of assessing the country’s economic
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advancement. On the basis of changes in the economies of many countries, the following thesis may be put forward: the country’s economic advancement is coupled with a decreasing role of the farming sector in total employment in favour of the service industry [Głowacka, 1995; Głębicka, 2000].

A superficial analysis of industry-based employment structure in Poland and EU member countries indicates that the major difference between Poland and West European countries lies in the fact that the transformation of this sector of Poland’s economy is unavoidable, however difficult it may be from a social and economic point of view.

The paper focuses on the selected aspects of Poland’s and the EU countries’ employment structures in view of the systemic changes and European integration processes. The economic and social transformation initiated in 1989 led to changes in employment structure, affecting ownership status as well as the particular industries. A major shift of labour was recorded from the public to the private sector as well as from production to service areas.

The objective of this paper is to identify differences and assess structural changes in Poland’s employment system after 1990, referring them to the EU countries. Issues related to the labour market, especially industry-related employment structure and unemployment rates, are certainly of vital importance. Apart from the national income per capita, they constitute one of the major criteria, of allocating EU structural funds.

2. Characteristics of employment structure in Poland and other EU countries

The EU employment resources (EU-25) amounted to nearly 377.5 million of people in 2004, including 194.5 million in employment. In the EU-15 the number of employees was at the level of 165.5 million in 2004, in the new member countries (EU-10) nearly 30 million, and in Poland — 13.8 million. It should be noted that Poland’s labour resources (according to the Eurostat’s data) account for about 46% of the total labour resources of the countries admitted to the UE in 2004 and represent approximately 9% of EU-15.1

The adjustment of the labour market in Poland to EU standards — just like in the case of the other countries which became fully-fledged EU member states in May 2004 — is a strategic objective to be achieved by all the new member states. The flexibility of the labour market is of vital significance not only in the particular member states but also in the entire European Union. An analysis of employment structure plays a special role in any examination of the labour market.

Employment structure may be considered from the point of view of different criteria. The basic classification criteria include the following: gender, age, education, qualifications, work experience, and employment status. In the era of systemic changes a major role is played by the employment structure from the point of view of industries and forms of ownership.

Table 1 presents basic indicators of employment structure in the EU countries as well as in Poland in 2004.

Table 1. Employment rates in Poland and EU countries in 2004 (%).

<table>
<thead>
<tr>
<th>Name</th>
<th>Total (age:15—64)</th>
<th>Men (age:15—64)</th>
<th>Women (age:15—64)</th>
<th>Older workers (age:55—64)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU-25</td>
<td>63.3</td>
<td>70.9</td>
<td>55.7</td>
<td>41.4</td>
</tr>
<tr>
<td>EU-15</td>
<td>64.7</td>
<td>72.7</td>
<td>56.8</td>
<td>42.8</td>
</tr>
<tr>
<td>EU-10</td>
<td>60.4</td>
<td>67.3</td>
<td>53.1</td>
<td>37.1</td>
</tr>
<tr>
<td>Poland</td>
<td>51.7</td>
<td>57.2</td>
<td>46.2</td>
<td>26.2</td>
</tr>
</tbody>
</table>


Table 1 indicates that in the EU-15, 64.7% of working age population (15—64 years) have jobs. The respective employment rate in new member states (EU-10) is at the level of 60.4%, while in Poland it amounts to 51.7%. In EU-15 countries the highest employment rates (above 70%) are recorded in Denmark (75.7), the Netherlands (73.1), Sweden (72.1), and the UK (71.6). The lowest rates are recorded in Greece (59.4), Spain (59.8) and Italy (57.6). In the countries which joined the EU in 2004, the highest rates are recorded in Cyprus (68.9), Czech Republic (64.2) and Slovenia (65.3). In 2004, Poland’s employment rate is the lowest among all EU member states (51.7%). Poland’s rate is lower than EU-15 average rate by 13%. In EU-15, the average employment rate in the male population is higher than that for female population by nearly 16% (15—64 years). In Poland the respective gap is much lower amounting to 11%.

The employment of older workers

The target set by the Stockholm Council is an employment rate of 50% for older workers, defined as the 55—64 year age group. In 2004, the employment rate of older workers in the EU-25 was 41%, a gap of nine percentage points. Only five countries within the EU-25 have employment rates above 50% for older workers, while a further two countries are close to the target rate. In the other EU member states, the employment rates of older workers are significantly below the

---

1 The employment of older workers is calculated by dividing the number of people aged 55 to 64 years who are in employment, by the total population of the same age group.
targeted figure. In Poland, the employment rate of older workers was 26%, lowest within the EU countries (EU-25), see fig. 1.

**Figure 1.** Gap in employment rates for older workers for EU countries to meet employment target of 50% for older workers.

*Gap in employment rates to meet employment target of 50% for older workers in 2005 (%)*

![Chart showing gap in employment rates for older workers in EU countries with regional variations.](image)

*Source: Author’s own research on the basis of Eurostat Data, 2005.*

**Figure 2.** Employment rates of older workers (age: 55—64) in Poland and EU group countries, in 2005.

*Employment rates of older workers, by sex, 2005*

![Chart showing employment rates of older workers by sex and region.](image)

*Source: Author’s own research on the basis of Eurostat Data, 2005*
Female labour market participation

In 2005, the female employment rate for the EU-25 was 56.3%. The majority of countries are far behind the Lisbon target of 60% (fig. 3), although a few of them are above the target. For instance, Denmark and Sweden have female employment rates above 70%, and the Netherlands, the UK and Finland show rates above 65%.

Figure 3. Female employment rates in EU countries, 2004.

Part-time employment

In EU-15, nearly 20% of the working population work part-time, with a large percentage of females. In the total, the proportion of working females, working part-time equals 33.5% (from 8% in Greece to 72.8 % in the Netherlands). The highest percentage of part-time employees is recorded in the Netherlands (46%), and the lowest in Slovakia — 2.4%. In Poland, part-time employees account for 10.8% of the working population (Table 2), and as compared with West European countries, the rates of part-time work are low (males: 4%; females: 6%).

Source: Author’s own research on the basis of Eurostat Data, 2005
Table 2. Part-time employment rates (age group 15—64) in Poland and EU countries (2004).

<table>
<thead>
<tr>
<th>Name</th>
<th>Total</th>
<th>Men</th>
<th>Women</th>
<th>Share of total employment (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU-25</td>
<td>10.9</td>
<td>4.5</td>
<td>17.2</td>
<td>18.2</td>
</tr>
<tr>
<td>EU-15</td>
<td>12.2</td>
<td>4.7</td>
<td>19.7</td>
<td>19.9</td>
</tr>
<tr>
<td>Poland</td>
<td>5.1</td>
<td>4.1</td>
<td>6.0</td>
<td>10.8</td>
</tr>
<tr>
<td>Max (Netherlands)</td>
<td>33.0</td>
<td>17.3</td>
<td>49.1</td>
<td>46.0</td>
</tr>
<tr>
<td>Min (Slovakia)</td>
<td>1.4</td>
<td>0.8</td>
<td>2.0</td>
<td>2.6</td>
</tr>
</tbody>
</table>


Table 3 shows changes in employment rates in selected EU countries and Poland. The general employment rates in EU-15 and the enlarged Union (EU-25) tend to growth during the investigated period, while in Poland and the countries which joined the EU in 2004, a reverse trend is recorded. This adverse trend changed as late as in 2003, in Poland in 2004 (see: Fig. 4).

Table 3. Employment rates (age 15—64) in Poland and EU countries in period 1997—2005 (%).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EU-25</td>
<td>60.6</td>
<td>61.2</td>
<td>62.4</td>
<td>62.9</td>
<td>63.4</td>
<td>63.8</td>
</tr>
<tr>
<td>EU-15</td>
<td>60.7</td>
<td>61.4</td>
<td>63.4</td>
<td>64.2</td>
<td>64.7</td>
<td>65.1</td>
</tr>
<tr>
<td>EU-10</td>
<td>60.1</td>
<td>60.0</td>
<td>57.4</td>
<td>55.9</td>
<td>60.4</td>
<td>61.1</td>
</tr>
<tr>
<td>Poland</td>
<td>58.9</td>
<td>59.0</td>
<td>55.0</td>
<td>51.5</td>
<td>51.7</td>
<td>52.8</td>
</tr>
</tbody>
</table>

Figure 4. Employment rates (age 15—64) in Poland and EU countries in period 1997—2005 (%).

Annual percentage change in total employment in Poland and EU countries (EU-25, EU-15), in period 1998—2004 is presented in Fig. 5.

Figure 5. Annual percentage change in total employment in EU countries (EU-25, EU-15) and Poland in period 1998—2004.

Source: Author’s own research.
Decline in the number of working population in the given period has been noticed in Poland since 1999. It was only in 2001 that Poland recorded a slight rise in the working population (by 1.5%). In this respect, Poland is not in a favourable position as compared with other EU countries.

3. Analysis of changes in employment structure across economy’s sectors in Poland and EU countries

The subject matter of the comparative analysis of Poland and the EU countries is a sector-based employment structure. Employment structure includes three major sectors of the economy:

- sector I: employment in agriculture,
- sector II: employment in industry and construction,
- sector III: employment in services.

Table 4 presents data related to the share of employees in the particular sectors in Poland and EU countries in selected years of the period 1960—2004.

Table 4. Employment structure by sectors in Poland and EU countries in 1960-2004.

<table>
<thead>
<tr>
<th>Year</th>
<th>European Union*</th>
<th>Poland</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Arithmetic average</td>
<td>Standard deviation</td>
</tr>
<tr>
<td></td>
<td>Sector I</td>
<td>Sector II</td>
</tr>
<tr>
<td>1960</td>
<td>16.45</td>
<td>43.45</td>
</tr>
<tr>
<td>1970</td>
<td>9.93</td>
<td>41.85</td>
</tr>
<tr>
<td>1973a</td>
<td>9.82</td>
<td>39.22</td>
</tr>
<tr>
<td>1980</td>
<td>7.45</td>
<td>34.12</td>
</tr>
<tr>
<td>1985</td>
<td>8.67</td>
<td>29.08</td>
</tr>
<tr>
<td>1990</td>
<td>8.12</td>
<td>29.05</td>
</tr>
<tr>
<td>1995a</td>
<td>6.95</td>
<td>28.29</td>
</tr>
<tr>
<td>2000</td>
<td>5.62</td>
<td>27.32</td>
</tr>
<tr>
<td>2002</td>
<td>5.17</td>
<td>26.54</td>
</tr>
<tr>
<td>2004b</td>
<td>5.04</td>
<td>27.91</td>
</tr>
</tbody>
</table>

*EU parameters are calculated on the basis of data referring to those countries which were EU members in the particular years.

"a and b: Include a new member states: 1973 r. — Denmark, Ireland, United Kingdom; 1981 r. — Greece; 1986 r. — Spain, Portugal; 1995 r. — Austria, Finland, Sweden. b 2004 — EU-25.

Source: Author’s own research (1980—1990 data were obtained from International Statistics Yearbooks, while 1995—2004 data — with reference to UE countries — from: Labour Force Survey, „Statistics in Focus” (Eurostat), and for Poland from Statistical Yearbooks of the Republic of Poland, 1996—2005 editions).
On the basis of descriptive parameters related to EU sector-based employment structure a distinct trend may be noted of a decrease in the average share in sector I (agriculture) as well as in sector II (industry and construction) in favour of sector III (services). The weakening of the trend occurred in 1985—1990, when new countries joined the Union — Greece in 1981, and Spain and Portugal in 1986. Similar trends of changes to employment sector structure are recorded in Poland. In the analyzed period Poland recorded a systematic increase in the number of employees in the service sector, which was coupled with a decrease in the number of people employed in agriculture and industry (see: Table 4).

Fig. 6 shows employment structure in Poland’s basic economic sectors as compared with European Union countries (average figures for EU-15 countries and new European Union member states in 2004).

**Figure 6.** Employment structure in Poland, European Union countries (EU-15) and new member countries (EU-10) in 2004.

Source: Author’s own research on the basis of Eurostat (Labour Force Survey, 2005).

The comparison of employment structure in the particular sectors of Poland’s economy with average EU figures (EU-15) leads to the conclusion that apart from economic and structural changes, Poland differs considerably from EU member countries. The share of employment in sector I (agriculture) in Poland’s economy...
in 2004 (according to Eurostat data) was four times higher than in EU-15 countries, while the share of employees in the service sector amounted to 50%, while in EU countries it was at the average level of 70%. Also, considerable differences in employment structure are recorded between Poland and the countries which became new members in 2004 (in Fig. 6 these countries are referred to as EU-10).

On the basis of the conducted analysis it may be clearly inferred that Poland has the highest share of employees in sector I (agriculture) among all European Union countries, both EU-15 and new members (approx. 20% in 2004, according to Eurostat); in the service sector the level is close to average figures in new member countries (approx. 51%), while in the industry sector (sector II) it is lower than in the EU countries (Poland: 28%, EU-15: 26 %, and EU-10: 31%).

4. Assessment of the extent of employment structural changes in Poland and EU countries

Different types of measures may be applied in an analysis of structural changes at national or regional levels. The following measure (coefficient) was applied in the analysis1:

\[
V_{t,t'}^{(i)} = \left[ \sum_{j=1}^{n} q_j^i \left( \frac{q_j^{i,t'}}{q_j^i} - 1 \right) \right]^{1/2} (i = 1, \ldots, n) \tag{1}
\]

where \( q_j^i \) - indicator of employment structure in economic \( j \)-th sector (share of employees in the particular economic sectors) in the \( i \)-th country.

When coefficient \( V_{t,t'}^{(i)} \) equals zero no changes occur in the structure of an \( i \)-th object (country) in the comparable periods \( t \) and \( t+\tau \). The more the value of the coefficient \( V_{t,t'}^{(i)} \) deviates from zero, the greater the structural changes in the comparable periods.

Table 5 shows the calculated values of coefficient (1) for Poland and selected countries which joined the EU in different years.

---

1 This measure is based on Rutkowski’s proposal [1981], see Malina [2004].

<table>
<thead>
<tr>
<th>Years</th>
<th>Poland</th>
<th>EU</th>
<th>U.K.</th>
<th>Ireland</th>
<th>Greece</th>
<th>Spain</th>
<th>Portugal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985/1980</td>
<td>0.053</td>
<td>0.104</td>
<td>0.203</td>
<td>0.101</td>
<td>0.053</td>
<td>0.092</td>
<td>0.134</td>
</tr>
<tr>
<td>1990/1985</td>
<td>0.058</td>
<td>0.018</td>
<td>0.018</td>
<td>0.097</td>
<td>0.167</td>
<td>0.103</td>
<td>0.098</td>
</tr>
<tr>
<td>1995/1990</td>
<td>0.125</td>
<td>0.299</td>
<td>0.030</td>
<td>0.052</td>
<td>0.092</td>
<td>0.067</td>
<td>0.173</td>
</tr>
<tr>
<td>2000/1995</td>
<td>0.084</td>
<td>0.053</td>
<td>0.059</td>
<td>0.106</td>
<td>0.088</td>
<td>0.073</td>
<td>0.075</td>
</tr>
<tr>
<td>2004/2000</td>
<td>0.064</td>
<td>0.046</td>
<td>0.038</td>
<td>0.056</td>
<td>0.039</td>
<td>0.045</td>
<td>0.039</td>
</tr>
</tbody>
</table>

Source: Author’s own research.

The analysis of the data included in Table 5 indicates that EU employment structure changed considerably in 1995 as compared with 1990 ($V_t^{1990} = 0.299$), and in 1985 as compared with 1980. This may be due to the accession of new countries (Greece in 1981, Spain and Portugal in 1986). In those periods a structural equilibrium of the EU was, to some extent, disturbed (see: D. Strahl, 1996). In the subsequent years, however, the value of the coefficient recorded a systematic decrease, which implies the recovery of structural equilibrium.

Poland recorded major employment structural changes at the beginning of the economic transformation, in 1990—1995 ($V_t^{1990} = 0.125$). Major adjustment changes after the accession of new countries to the EU are usually recorded after the period of 5 years (e.g. Greece, Portugal — see: Table 5).

The conducted analysis indicates that the accession of new countries has a major impact on maintaining the stability of the system (considerable changes to employment structure parameters and the measures of the extent of structural changes). EU countries, being at a high, but varying level of economic advancement, are characterized by economic stability. The conducted analysis indicates that those countries are in the stage of relative economic equilibrium. It is the fear of the loss of that equilibrium that makes those countries set a high level of accession criteria. Therefore, countries applying for membership have to meet a number of legal, financial and economic requirements.

5. Classification of EU countries in terms of similarities of employment structure in economy’s basic sectors

Ward’s method was applied to classify EU countries in terms of similarities in their employment structures in basic industries. The classification was carried out for the enlarged EU (EU-25) on the basis of Eurostat’s data in 2004.

Table 6 presents EU classification results, showing the average shares of the working population in the particular industries (%) in selected groups of countries. The last column shows the value of GDP per capita for selected groups.
of countries as a percentage of GDP in the entire EU (EU-25). Table 7 shows the calculated taxonomic distances between the selected groups of countries.

The classification of EU-25 clearly indicates that so called old and new members (with the exception of Malta and Cyprus) represent different types of the industry-based economic structure. The first group includes highly advanced nations, in which the service industry represents the highest proportion of the working population (74%), and where the proportion of farming-related jobs is very low (2.9%). The average income per capita in this group of countries exceeds EU levels by 33.5%. Among the countries which joined the EU in 2004, only Hungary and Estonia bear a substantial similarity to EU-15 in terms of employment structure. These countries are classified in the same group as Germany, Austria, Italy, Spain and Ireland. The other states representing so called post-Communist block countries of Central and Eastern Europe, along with Greece and Portugal, are divided into two groups (groups 3 and 4), marked by similar differences as compared with group one representing the most advanced nations. In group three the average income per capita represents about 70% of the income in EU-25, while in group four, including Poland, Greece, Lithuania and Latvia, only 56.6%. It should be noted that group three is marked by the dominance of industrial economy, while group four by farming (see: Table 6). The share of the service sector in those groups is relatively low (54% — 56%).

**Table 6.** Average share of employed population in industries, and GDP per capita (EU25 =100) in EU selected groups of countries in 2004.

<table>
<thead>
<tr>
<th>Group</th>
<th>Countries</th>
<th>Share of total employment (%)</th>
<th>GDP per capita (EU25=100)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Agriculture Sector I</td>
<td>Industry Sector II</td>
</tr>
<tr>
<td>Gr.1</td>
<td>Belgium, Denmark, France, Netherlands, Luxembourg, Sweden, U.K., Cyprus</td>
<td>2.9</td>
<td>23.3</td>
</tr>
<tr>
<td>Gr.2</td>
<td>Germany, Italy, Austria, Finland, Spain, Ireland, Malta, Estonia, Hungary</td>
<td>5.2</td>
<td>30.6</td>
</tr>
<tr>
<td>Gr.3</td>
<td>Czech Republic, Slovakia, Slovenia, Portugal</td>
<td>8.4</td>
<td>37.6</td>
</tr>
<tr>
<td>Gr.4</td>
<td>Latvia, Lithuania, Greece, <strong>Poland</strong></td>
<td>17.3</td>
<td>26.1</td>
</tr>
</tbody>
</table>

*Source: Author’s own research.*
The conducted research confirms that economic advancement is coupled with a considerable decline in the share of farming and a growing significance of services.

6. Conclusions

On the basis of the conducted analysis, it may be concluded that the share of the working population in industries I and II (farming and industry) is decreasing both in EU countries and in Poland, while the share of the service sector is increasing. Similar differences are recorded in the industry-based employment structure of the particular countries (excluding the periods of admitting new member states). The lowest diversification of EU employment structure is recorded in sector II, which is industry and construction, and the highest in the service sector.

The accession of Greece (1981), Spain and Portugal (1986), and CEE countries (2004) had a major influence on the basic parameters of employment structure (average value, standard deviation), while the admission of Austria, Finland and Sweden in 1995 did not lead to changes in EU employment structure parameters.

The analysis of EU industry-based employment structure indicates that new member states became increasingly similar to EU-founding countries in the period under investigation.

Apart from the similar tendencies of changes in the industry-based employment structure in Poland and other new member states, there are still considerable differences between Poland and EU-15. Poland has a high share of farming, which is four times as high as in EU-15. The conducted analysis indicates that the employment structure of Poland is most similar to that of Lithuania, Latvia and Greece. There is a considerable gap, however, between the aforementioned countries and EU-15.

---

**Table 7.** Taxonomic distances between selected group of countries.

<table>
<thead>
<tr>
<th>Group</th>
<th>Gr. 1</th>
<th>Gr. 2</th>
<th>Gr. 3</th>
<th>Gr. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gr. 1</td>
<td>0.0000</td>
<td>0.0713</td>
<td><strong>0.1454</strong></td>
<td><strong>0.1406</strong></td>
</tr>
<tr>
<td>Gr. 2</td>
<td>0.0713</td>
<td>0.0000</td>
<td>0.0762</td>
<td>0.0870</td>
</tr>
<tr>
<td>Gr. 3</td>
<td><strong>0.1454</strong></td>
<td>0.0762</td>
<td>0.0000</td>
<td>0.0862</td>
</tr>
<tr>
<td>Gr. 4</td>
<td><strong>0.1406</strong></td>
<td>0.0870</td>
<td>0.0862</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

*Source: Author’s own research.*
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ABSTRACT

Meta-analysis was proposed more than 20 years ago as an innovative technique for pooling the results of a series of clinical studies. Meta-analysis has acquired a substantial following among both statisticians and clinicians. The technique was developed as a way to summarize the results of different research studies of related problems. Meta-analysis may be applied even when the studies are small and there is substantial variation in the specific issues studied, the research methods applied, the source and nature of the study subjects, and other factors that may have an important bearing on the findings. A meta-analysis aims at gleaning more information from existing data by pooling the results of smaller studies and applying one or more statistical techniques. Biologists often consider meta analysis to be a simple way to summarize the existing knowledge and examine the actual strength of risk factor. The benefits or hazards that may not be detected in small studies can be found in meta-analysis that uses data from large scale studies. In this paper, we describe various methodological steps i.e., need of meta analysis, details about statistical methods used for the analysis, and its uses and limitations.

The paper describes the steps involved for carrying out meta-analysis. Brief overview of statistical methods, rationales for using these methods as well as formulae is discussed.

Meta-analysis can be very useful method for combining data across the studies, but it requires careful thought, planning and implementation.
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1. Introduction

Meta-analysis has acquired a substantial following among both statisticians and clinicians. The technique was developed as a way to summarize the results of different research studies of related problems. Meta-analysis may be applied even when the studies are small and there is substantial variation in the specific issues studied, the research methods applied, the source and nature of the subjects under study, and other factors that may have an important bearing on the findings. The core of meta-analysis is its systematic approach to the identification and abstracting of critical information from research reports. Doing meta-analysis correctly demands expertise in both the method and the substance and hence almost always requires collaboration between clinicians and an experienced statistician. The questions must be defined carefully to maximize the relevance of the reports to be included and to reduce uncertainties about procedures. The investigators must then try to find every relevant report by searching databases, reviewing bibliographies, and asking widely about unpublished work.

Meta-analysis in clinical research is based on simple principles: systematically searching out, and, when possible, quantitatively combining the results of all studies that have addressed a similar research question. Principles of evidence-based methods to assess the effectiveness of health care interventions and set policy are cited increasingly (Chalmers & Lau 1993, Basgett et al. 1997, Ohlsson 1994). There has been a growing international interest in the development of measures to ensure that public policy and practice decision making are based on better informed results of relevant and reliable research. This interest has been fuelled by evidence that some health and social interventions which have been commonly applied in the belief that they were doing good are actually harmful, that others are largely ineffective and thus wasteful of public resources. Furthermore, some interventions which reliable research shown to have significant benefits have been largely ignored. By bringing together the result of research in a systematic way, appraising its quality in the light of the question being asked, summarizing the results in an explicit way it is hope to achieve a greater sensitivity to the evidence by researchers, policy maker, practitioners and the public.

How can large amounts of independent quantitative information on the same question come together in coherent and meaningful manners? Many researchers have relied on this statistical technique to achieve such synthesis of evidence. Traditionally clinicians have relied for therapeutic guidance on traditional journal review articles and textbook chapters. Review articles and book chapters are generally tend to make selective appraisals of the evidence and usually do not provide a quantitative synthesis of the data (Mulrow 1987). While it can be applied to data of any sort, meta-analysis has been commonly used to combine results from different studies to draw conclusions. Meta-analysis has been defined as the ‘Statistical analysis of a large collection of analysis results from individual
studies for the purpose of integrating the findings’ (Glass 1976). Although there has always been some controversy about its validity (Liberati 1995, Bailar 1997, Dickersin & Berlin 1992, Thompson & Pocock 1991, Chalmers 1991, Kassirer 1992), meta-analysis has become increasingly popular, as the number of studies with similar protocols has grown. By systematically combining studies, one attempts to overcome limits of size or scope of individual studies to obtain more reliable information about gene mutation malfunction or treatment effects.

In meta analysis the results of the various studies are tabulated compared, analyzed and discussed. Since it analyzes the results of the individual studies into new results a meta-analysis is more than a literature review. A meta-analysis also differs from a ‘pooled data’ analysis because the summary measures of the selected previous studies are combined for analysis not the results on individual subjects.

The extension of this research method in the pharmaceutical sciences has paralleled the explosion in the numbers of conducted randomized trials. Meta analysis has become an increasing need to provide an unbiased quantitative analysis in the era of evidence-based medicine. Meta-analysis has been used mostly for analysis of data from completed trials, but there is an increasing momentum for using the same principles of data analysis in the prospective design of clinical trials addressing a similar question (Laupacis et al. 1991, Henderson et al. 1995).

Meta-analysis has also been applied to epidemiologic studies to calculate better risk estimates of gene mutations and for evaluations of diagnostic tests to obtain more reliable estimates of test performance. In this paper, we focused, only on meta-analysis odds ratios.

2. Benefits & limitations

Meta analysis offers a rational and helpful way of dealing with a number of practical difficulties that beset anyone trying to make sense of effectiveness research. We perform meta-analyses because we often have a lot of information, from many studies, sometimes contradictory, and meta-analysis offers us a tool to help to integrate this. However, we should always remember that meta-analysis is only a tool, and it is simply one of many tools we use to help us to understand what a literature is trying to tell us, if anything. The benefits associated with meta-analysis and its possible limitations are enumerated as under:
2.1. Benefits:

(i) A clearer picture

Individual clinical trials may mean little, especially when they are small or medium sized. Small studies tend to be inconclusive, they may show no statistical difference between the treated and control groups, but on the other hand they may be unable to exclude the possibility of there being a sizeable effect (that is, they have low power). Aggregating studies in a systematic and unbiased way may allow a clearer picture to emerge. The question we are asking is whether, on average, a particular treatment confers significant benefits when used for specific patient groups. Meta analysis allows this aggregate picture to emerge.

(ii) Overcoming bias

The danger of unsystematic reviews is that there is plenty of scope for bias. Certain (perhaps favorable) reports may be preferred over those that show no benefit. Informal synthesis may be tainted by the prior beliefs of the reviewer. Meta analysis carried out on a rigorous systematic review can overcome these dangers offering an unbiased synthesis of the empirical data. Meta-analysis may reveal how heterogeneity among populations affects the effectiveness of medical interventions in different settings and in different patients (Loannidis & Lau 1999).

(iii) Precision

The precision with which the size of any effect can be estimated depends on (among other things) the number of patients studied. Meta analyses that draw on patients studied in many trials thus have more power to detect small but clinically significant effects, and can give more precise estimates of the size of any effects uncovered. This may be especially important when an investigator is looking for beneficial (or deleterious) effects in specific subgroups.

(iv) Transparency

It is not simply the case that meta-analyses can always exclude bias better than other forms of review. Their advantage also lies in the openness with which good meta-analyses reveal all the decisions that have been taken throughout the process of achieving the final aggregate effect sizes. Thus, good meta-analyses should allow readers to determine for themselves the reasonableness of the decisions taken and their likely impact on the final estimate of effect size. The rapidly increasing volume of research, often with discrepant findings, has led to an increased need for meta-analysis. The 225 published meta-analyses of randomized controlled trials in 1993, compared with 7 in 1980. At least 500 meta-analysis of randomized trails were published in 1996 and 1997 (Chow 2000).
Finally when performed prospectively, a meta-analysis may allow advance planning in the collection and analysis of large-scale evidence.

2.2. Limitations:

Many criticisms have been imposed at meta-analysis (Thacker 1988, Goodman 1991). Meta-analysis cannot improve the quality or reporting of the original studies. Limitation may come from misapplications of the method, such as when study diversity is ignored or mishandled in the analysis or when the variability of patient populations, the quality of data, and the potential for underlying biases are not addressed. Publication bias is a major limitation of using only published studies. It has been accepted that research with statistically significant results is potentially more likely to be submitted, published or published more rapidly than work with null or non-significant results (Easterbook et al. 1991), which leads to a preponderance of biased results in the literature (Begg & Berlin 1989). This indicates for meta-analysis as combining only the identified published studies uncritically may lead to an incorrect, usually overoptimistic conclusion.

Publication bias must be detected by Begg and Mazumdar test (Begg 1994) and a funnel plot in which a plot of sample size versus treatment effect from individual studies in a meta-analysis should thus be shaped like a funnel if there is no publication bias (Light & Pillemar 1984). If the chance of publication is greater for studies with positive statistically significant result, or larger effect size estimates, or some other less defined mechanism, the shape of the funnel plot may become skewed. One analytic way to identify the impact of potential publication bias is the “fail-safe N” approach (Rosenthal 1979), which estimates the number of additional studies with null results required to reverse statistically significant findings of a meta-analysis. Although no satisfactory solution exists yet for correcting publication bias, research registries (Easterbook 1992, Dickersin 1994) and other reasonable means (following upon published abstract) can be used to track down unpublished studies.

3. Methodological steps involved while doing Meta Analysis:

- Decide on the topic.
- Decide on the hypothesis being tested.
- Review the literature for all studies which test that hypothesis. While this literature review may begin with a computerized search of the literature, such searches may miss important studies. Therefore other methods should be applied, such as careful study of the references in articles, examination of papers, abstracts, and presentations not published, and
other sources of unpublished (including government agencies, and rejected submissions). This needs to be done carefully to minimize bias.

- Evaluate each study carefully, to decide whether it is of sufficient quality to be worthy of inclusion, and whether it includes sufficient information to be included. This includes attention to endpoints, choice of the measure of effect size, and other information about quality. This task, too, needs to be done carefully to minimize bias.
- Create a database containing the information necessary for the analyses.
- Perform the meta-analysis
- Interpret the results.

4. Initial Requirements of Meta-analysis

(a) Study Identification

A difficult but crucial component is to identify the studies for meta-analysis. The study identification process should result in identification of all studies that could potentially be included in the meta-analysis. It should include published or unpublished studies, case clusters and observational epidemiologic studies. A search of computerized database (e.g., MEDLINE) may provide a reasonable start but is often insufficient because not all studies are included in such database. In particular, unpublished studies, studies published only as abstracts or published in journals which are not in database. Of course, identifying all such data may be impossible, but one should search through each identified report to find references to as yet unidentified reports (e.g. personal communication or unpublished data). One may also inquire among researchers in the topic area to acquire unpublished data on the topic. In the end, however, one’s results will be vulnerable to bias due to systematic failures of other investigators to publish or report certain data (e.g. null results). Restricting one’s analysis to published articles may only aggravate such bias.

(b) Data Extraction

Data to be extracted from individual studies for a meta-analysis include the effect estimate and an estimate of its variance and descriptive information about the study such as sample size, health outcome, exposure measure, design, time frame and control for confounding. The major issues that arise in connection with data extraction for meta-analysis of epidemiologic studies are introduction of bias in the selection of information and the sufficiency and quality of information available. Although the researchers agreed on the need to avoid bias, consensus was not reached on whether to use blinding where, individuals who extract data are blind to the journal, study location, study authors and study outcome, to minimize bias during data extraction.
5. Methods of analysis

In this section, the methods of meta-analysis will be discussed for only those study and results, which have been calculated from a two-by-two contingency table, with two groups and a binary outcome. A compendium of methods for combining continuous data as well as discrete data, can be found in The Handbook of Research Synthesis (Cooper & Hedges 1994) which is the most comprehensive book on statistical as well as non statistical matters pertaining to meta-analysis.

5.1. Assessment of Heterogeneity/Homogeneity

Once the studies selected and data have been abstracted from the studies for meta-analysis, effect sizes must be tested for homogeneity. In any meta-analysis, it is quiet obvious that point estimate of effect size will always differ to some degree. It is expected and is partly due to sampling error, which is present in every estimate. When effect sizes differ, but only due to sampling error, the effect estimates are considered to be homogenous, in other words difference between estimates are random variation and not due to systematic differences between studies (Sutton et al. 2000). A test of homogeneity is used to test whether there is evidence that the treatment effects are different across studies. Several slightly different formulae for general test are, for the most part, almost equivalent, being based on $\chi^2$ (chi-square) or F-statistic (Dickersin & Berlin 1992). The statistics developed by Cochran (Cochran 1954), which is widely used, as follows:

$$Q = \sum_{i=1}^{k} w_i (T_i - \overline{T})^2$$

Where $k$ is the number of studies being combined, $T_i$ is the treatment effect estimate in the $i^{th}$ study, $\overline{T} = \frac{\sum w_i T_i}{\sum w_i}$ is the weighted estimator of treatment effect, and $w_i$ is the weight attached to that study usually calculated as the reciprocal of the variance ($\nu_i$) of the outcome estimate from the $i^{th}$ study, in the meta-analysis. For example- if odds ratios $(ad/bc)$ were used to combine the $k$ studies in a meta-analysis, then each $T_i$ could be calculated by taking the logarithm of odds ratios and equation $\sqrt{\frac{1}{a} + \frac{1}{b} + \frac{1}{c} + \frac{1}{d}}$ could be used to calculate each corresponding $\nu_i$ (where $a$, $b$, $c$, $d$ are frequency of 2x2 contingency table). A more convenient from of $Q$ is
Q is approximately distributed as chi-square ($\chi^2$) distribution with k-1 degree of freedom hence $\chi^2$ tables can be used to obtain the corresponding p-value (White et al. 1979). Essentially, it tests whether it is reasonable to assume that all the studies to be combined are estimating a single underlying population parameter, and whether variation in study estimates is likely to be wholly random.

Variation between individual study estimates can be examined graphically too using forest plots. These plots are most common way for presentation of results of a meta-analysis, however, they are also useful at the exploratory stage of meta-analysis. Each study’s effect size and their respective confidence intervals are plotted on one set of axes. For the purpose of reporting results, the combined estimate of effect size with its confidence interval is also plotted. Often the size of the plotting symbol used to mark the point estimate from each study is made proportional to the reciprocal of the variance of the estimate. Hence the more precise estimates are given the largest plotting symbols. From this plot, an idea about the variability of estimates from individual selected studies can be viewed.

After assessing the heterogeneity of effect size across the selected studies, the type of model should be decided for combining the effect size of all studies. Basically, there are two models have been employed to adjust appropriately the potential confounding effect of study.

1) Fixed effect model
2) Random Effect model

5.2. Fixed effect model

This assumes that all the studies in a meta-analysis are estimating the same underlying unknown true intervention effect. No heterogeneity between the study result is assumed and the only variability of treatment is within each study. Here we will discuss how to combine the odds ratios calculated from case-control studies.

(i) Mantel-Haenszel Method

This method was first described by Mantel-Haenszel (Mental & Haenszel 1959) for combining odds ration for stratified case-control studies. Later, Mantel (1963) reported the method that could be used for a wider class of problem. The combined estimate is calculated by
\[ T_{\text{MH(OR)}} = \frac{\sum_{i=1}^{k} a_i d_i / n_i}{\sum_{i=1}^{k} b_i c_i / n_i} \]

Where \( a_i, b_i, c_i, \) and \( d_i \) are the frequency of 2x2 tables (four cells) for the \( i = 1, 2, 3, \ldots, K \) studies. Variance estimate for pooled odds ratios \( T_{\text{MH(OR)}} \) can be calculated by the formula as

\[
V_{\text{MH(ln(OR))}} = \frac{\sum_{i=1}^{k} P_i R_i}{2(R_i)^2} + \frac{\sum_{i=1}^{k} (P_i S_i + Q_i R_i)}{2 \left( \sum_{i=1}^{k} R_i \right) \left( \sum_{i=1}^{k} S_i \right)} + \frac{\sum_{i=1}^{k} Q_i S_i}{2 \left( \sum_{i=1}^{k} S_i \right)^2}
\]

Where \( P_i = (a_i + d_i) / n_i, \) \( Q_i = (b_i + c_i) / n_i, \) \( R_i = a_i d_i / n_i \) and \( S_i = b_i c_i / n_i \)

Variance is required to calculate a confidence interval of pooled odds ratio. This formula calculates variance estimate for log of \( T_{\text{MH(OR)}} \) and was derived by Robins et al. (1986). 100 (1-\( \alpha \))% confidence interval for summary odds ratio \( \theta \) is given by

\[
\exp \left[ \ln \left( T_{\text{MH(OR)}} \right) - Z_{\alpha/2} \left( V_{\text{MH(OR)}} \right)^{1/2} \right] \leq \theta \leq \exp \left[ \ln \left( T_{\text{MH(OR)}} \right) + Z_{\alpha/2} \left( V_{\text{MH(OR)}} \right)^{1/2} \right]
\]

Where \( Z_{\alpha/2} \) is the \( \alpha/2 \) percentage point of a Standardized Normal Distribution

**(ii) Peto's Method**

This method was first described by Peto (1977) and more thoroughly by Yusuf et al. (1985). An advantage over the Mantel-Haenszel method is that it can be used when cell of 2x2 tables in individual studies are zero. Unfortunately, this method may produce serious under estimate (Fleiss 1994) when the odds ration is far from unity. For \( K \)-studies the combined estimate of odds ratio is given by

\[
T_{\text{PETO(OR)}} = \exp \left[ \frac{\sum_{i=1}^{k} (O_i - E_i)}{\sum_{i=1}^{k} \nu_i} \right]
\]

Where \( vi = E_i \left[ \frac{(n_i - n_0)}{n_i} \right] \left[ \frac{(n_i - d_i)}{(n_i - 1)} \right] \)

\( O_i \) is the number of cases in exposed group

\( E_i \) is the expected number of cases in the exposed group and can be calculated by \( = \frac{(n_i / n_i) d_i} \)

Where \( n_i \) is the total number of study subjects in the study
n, is the total number of study subjects in the exposed group
d, is the total number of cases (exposed + unexposed)

An estimate of approximate variance of the natural log of the estimated
combined odds ratio is given by

$$\text{Var} (\ln \text{OR}) = \left( \sum_{i=1}^{k} \frac{1}{\nu_i} \right)$$

100 (1- α)% confidence interval is given by

$$\text{Exp} \left[ \sum_{i=1}^{k} (O_i - E_i) \pm Z_{\frac{α}{2}} \sqrt{\sum_{i=1}^{k} \frac{\nu_i}{\nu_i}} \right]$$

(iii) General fixed effect model – the inverse variance weighted method

This method was first described by Birge (1932) and Cochran (1937) in the
1930s. In this method, each estimate is given a weight directly proportional to its
precision ( inversely proportional to its variance).

Let Ti (i=1, 2, ----k) be the observed effect size for the studies selected in
meta-analysis, θi the underlying population effect size, with variance νi. For a
fixed effect model, all population effect sizes are assumed equal (i.e. θ1 = θ2 = θ3
=--------=θk = θ, where θ is the true common underlying effect size). The combined
estimate is given by

$$\overline{T} = \frac{\sum_{i=1}^{k} w_i T_i}{\sum_{i=1}^{k} w_i}$$

Where wi = 1 / νi

For odds ratio νi (variance) = 1/ai + 1/bi + 1/ci + 1/di

Where a, b, c, and d are the cell frequencies of a 2×2 table.

Estimate of variance of the pooled estimate Τ is given by

$$\text{Var} (\overline{T}) = \frac{1}{\sum_{i=1}^{k} w_i}$$

100 (1- α)% confidence interval for the population effect θ is given by
5.2. Random Effect Model

In the fixed-effect model, which leads to inferences only about the studies assembled, the true treatment effect is assumed to be the same across all studies and the only variability of treatment effect considered is within each study (i.e. within-study variability). In the random-effect model, which leads to inference about all studies from a hypothetical population, each study can have a different effect that is randomly drawn from a normal distribution and is positioned about a central value; in this model, not only within-study variability but also variability of treatment effects across studies (between study variability) is considered. Along with weighting each study by its sampling variability of treatment effect, which includes the number of events and sample size in each treatment group of a study, the random effect model also weights each study by an overall estimate of the variability of true treatment effects across studies. The random-effect model tends of give wider confidence intervals, as compared to fixed effect model, which makes the statistical significance of its results more conservative than those in the fixed effects model.

The standard random effects model applied in meta-analysis was described by Der Simonian and Laird (1986). The model assumes that the study specific effect sizes come from a random distribution of effect sizes with fixed mean and variance. Algebraically, the model can be expressed as

\[ T_i = \theta_i + E_i \]

where \( T_i \) is an estimate of effect size, \( \theta_i \) is the true effect size in the \( i^{th} \) study and \( E_i \) is the error with which \( T_i \) estimates \( \theta_i \) and

\[ \text{Var} (T_i) = \tau_0^2 + \nu_i \]

where \( \tau_0^2 \) is the random effects variance and \( \nu_i \) is the variance due to sampling error. If random effects variance is zero, the above model becomes fixed-effects model. The treatment point estimate for the mean treatment effect of all studies \( \theta \) can then be computed by

\[ \bar{T}_{\text{RND}} = \frac{\sum_{i=1}^{k} w_i^* T_i}{\sum_{i=1}^{k} w_i^*} \]

where \( w_i^* \) are adjusted weights for each of the studies and may now be calculated as
\[ w_i^* = \frac{1}{\left( \frac{1}{w_i} + \hat{\tau}^2 \right)} , \]

where \( \hat{\tau}^2 \) denotes the between study variance of the studies effect sizes. The estimated component of variance due to inter study variation in effect size, \( \hat{\tau}^2 \), is calculated as

\[ \hat{\tau}^2 = 0 \text{ if } Q \leq k-1 \text{ and } \hat{\tau}^2 = \frac{Q - (k-1)}{U} \text{ if } Q > k-1 \]

where \( Q \) is the heterogeneity test statistic defined earlier and

\[ U = (k-1) \left( \overline{w} - \frac{s^2_w}{k \overline{w}} \right) \text{ and } s^2_w = \frac{1}{k-1} \left( \sum_{i=1}^{k} w_i \overline{w} - k \overline{w}^2 \right) \& \overline{w} = \frac{\sum_{i=1}^{k} w_i}{k} \]

The variance of this estimate is simply given as

\[ \text{Var} (T_{RND}) = \frac{1}{\sum_{i=1}^{k} w_i^*} \]

\(100 (1-\alpha)\) % confidence interval can be calculated by

\[ T_{RND} - Z_{\alpha/2} \sqrt{\sum_{i=1}^{k} w_i^*} \leq \theta \leq T_{RND} + Z_{\alpha/2} \sqrt{\sum_{i=1}^{k} w_i^*} \]

6. Area of application

Meta-analysis has been used extensively in human clinical trials and in the social sciences. Its use in epidemiology has been much more limited even though it can potentially enhance the value of epidemiologic data. Many applications of this technique appear in the literature. The results of meta-analyses of pharmaceutical have helped to determine optimal therapeutic use and to enhance the understanding of pharmaceuticals with respect to their efficacy, safety, bioequivalence and cost-effectiveness. Meta-analysis may be particularly applied when (Blair et al. 1995):

(i) there are many studies but no consensus.
(ii) refinement of the estimate of an effect is important
(iii) there is a need to increase the statistical power more than of single study
(iv) there are questions about generalizability of the results
sources of heterogeneity are to be examined. For example, the cost effectiveness of enoxaparin was compared with that of low-dose warfarin in the prevention of deep-vein thrombosis (DVT) after total hip replacement (O’Brien et al. 1994). To know the proportion of DVT with enoxaparin and warfarin prophylaxis, the authors pooled the proportions from the available studies to arrive at the efficacy of the drugs for input into determining that the incremental cost-effectiveness of enoxaparin relative to warfarin was estimated as $29,120 per life-year gained (in Canadian dollars)
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CELEBRATING STATISTICS

Conference in Honour of Professor Kazimierz ZAJĄC on the Occasion of his 90th Birthday, Cracow, Poland, 26th October 2006

On 26 October 2006 the Committee on Statistics and Econometrics of Polish Academy of Sciences solemnly celebrated Professor Kazimierz Zając’s 90th birthday. More than sixty Polish statisticians and econometricians participated in the meeting. The ceremony was led by the honorary Chairman of the Committee Professor Wiesław Sadowski. At the beginning Professor Ryszard Borowiecki, the Rector of the Cracow University of Economics spoke of merits of the Nestor of Polish statisticians. He emphasised Professor Zając’s services to the University wishing him long and scientifically active years in good health. Then the Dean of the Faculty of Management, Professor Józef Pociecha, presented Professor Zając’s scientific path. Professor Kazimierz Zając in his speech emphasised the role of his master and predecessor at the Department of Statistics Professor Jerzy Fierich.
Professor Kazimierz Zając was born on September 20, 1916, in Krosno, Poland. In 1938 he started studies at the Academy of Commerce in Cracow, which were interrupted by The Second World War. During the German occupation he worked as a teacher in Krosno. He also organised underground education and aid for army officers in prisoner-of-war camps with the Polish Red Cross. He was also engaged in armed resistance as a soldier of the Home Army (Armia Krajowa). After the war he continued studies at the Academy of Commerce in Cracow and he defended his master thesis in 1947. Before graduation he got the post of assistant–volunteer in the Department of Economy, directed by Professor Jerzy Fierich. In 1947-1948 he took part in doctoral seminar led by professor Edward Lipiński at the Warsaw School of Economics. In 1950 together with Professor J. Fierich he joined the Department of Statistics of the University of Economics in Cracow. Four years later he started working as an assistant professor at the Department of Statistics. In 1958 he got a doctoral degree upon presenting a dissertation entitled *Analysis of Workers’ Wages in Industry on the Basis of Statistical Research*. In 1963 on the basis of the work entitled *Econometric Methods of Household Budgets Study* he obtained a docent degree. Professor K. Zając became the head of the Department of Statistics in 1965 after Professor J. Fierich’s death. In 1971 he became an associate professor of Economics and in 1976 a full professor. In 1969-1968 Professor Zając was the director of the Institute of Economic Theory. Although Professor retired in 1986, he has continued his academic activity after that date.

As the Head of the Department Professor for 21 years inspired a team of statisticians and econometricians and educated a large group of doctors, habilitated doctors and professors thus creating a widely recognised and distinguished Cracow school of statistics and econometrics.

He had also considerable achievements in the development of the University while he was twice the vice-dean (1954-1958, 1964-1968) and the dean in 1980-1986.

It should be mentioned that Professor also was giving his teaching at the Jagiellonian University, at the University of Science and Technology (AGH) and at the Pontifical Academy of Theology in Cracow.

Professor Kazimierz Zając is a modest man and he has never sought to obtain any positions. However a great scientific authority and confidence he gained were the reason for appointing him for many other prestigious offices, including the Polish Academy of Sciences, the Central Qualifying Commission for Scientific Degrees, and the Scientific Statistical Board of the Central Statistical Office.

To acknowledge Professor’s scientific, didactic and organisational distinguished services a number of state, regional and social distinctions and Orders were conferred on him. The most important are:

Knight’s Cross Order of Poland Reborn (1973), Commander’s Cross Order of Poland Reborn (*Polonia Restituta*) (1985), Award of the National Education
Commission of Poland (1977). For his remarkable merits Professor Zając was given in 1995 the Honorary Doctorate by the Katowice University of Economics.

Professor’s scientific life is characterised by versatility and diversity in his approach to current needs. Being a follower of Professor Fierich and Professor Lipiński he gained a thorough economic knowledge. It was in the fifties that he started dealing with nominal and real wages of industrial workers and related methodology of household budget survey. Taking into consideration the state of research in the field of wages and a complete lack of subject literature Professor’s studies were pioneering. His habilitation dissertation gave methodological basis for research analysis of household budgets survey results, which was restarted by the Central Statistical Office in 1957.

Other areas of Professor’s scientific interest activity include inter alia:

- research on production factors in the industry with the use of Cobb-Douglas function,
- statistical quality control,
- consumer demand,
- demographic research related to socio-economic factors
- historical demography,
- tourist infrastructure,
- taxonomic methods,
- social services,
- relation between demographic and economic development.

Although Professor retired 20 years ago he still publishes both as an author and editor. His scientific output includes 17 monographs, 227 journal papers and working papers, and 13 handbooks. His textbook entitled The Outline of Statistical Methods (Zarys metod statystycznych, PWE, Warszawa) has had five editions.

Professor is also a co-initiator of the Conferences of Statisticians, Econometricians and Mathematicians from the Universities of Economics in Southern Poland. It would be hard to count all those Polish statisticians and econometricians who got promoted directly or indirectly due to Professor. He supervised 38 doctoral theses and 22 habilitation dissertations. He prepared 80 reviews of doctoral theses, 60 reviews of habilitation dissertations and 68 reviews for a professorship. Professor is regarded to be an authority by a large number of Polish statisticians and econometricians, always willing to help with his advice and experience. He is unchangingly energetic, cheerful, open and tolerant.

Ad multos annos Professor!

Józef Pociecha, Cracow University of Economics, Poland