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EDITOR’S NOTE AND ACKNOWLEDGEMENTS

This volume, the last issue of the Statistics in Transition for year 2010, provides us with occasion to express our sincere gratitude to all the journal’s collaborators during the past year. We especially warmly thanks to 57 authors of 36 original articles published in the journal, and to 34 internationally recognized experts who served as peer-reviewers – their names are listed below in the ‘acknowledgement’ section.

The issue starts with new section, devoted to different aspects of surveys conducted on several populations, entitled simply ‘Comparative Surveys’. It is comprised of two articles. First paper, Surveying Child Labour Through Households: Sampling Issues and Strategies, written by Vijay Verma, Francesca Gagliardi, addresses sampling issues arising in the context of household-based child labour surveys. It presents some of the sampling strategies elaborated in the ILO book Sampling for Household-based Surveys of Child Labour (Verma, 2008) and offers a typology of surveys of child labour. The fundamental distinction between two types with very different objectives – termed ‘child labour surveys’ and ‘labouring children surveys’, respectively – is clarified and emphasised. And linkages between different types of surveys, as well as some specific sampling techniques are being explained, based on a broad survey of national practices in conducting surveys of child labour.

The second paper, by Bernhard von Rosenbladt, Adult education and training in comparative perspective – indicators of participation and country profiles, while recognizing insufficiency of data for comparative research on adult learning until recently, explores new opportunities based on the European Adult Education Survey (AES). It argues that general indicators of participation in adult education and training must be complemented by more specific indicators revealing sectoral structures and behavioural patterns within the adult learning system. Country variations are explored across a set of 16 European countries.

The next section, on sampling and estimation methods, begins with paper by Hukum Chandra, HVL Bathla and U C Sud, Small Area Estimation Under a Mixture Model. Since such models (SAE) may not be efficient when data contain substantial proportion of zeros, the SAE for zero-inflated data under a mixture model are specified that account for excess zeros in the data (Fletcher et al., 2005 and Karlberg, 2000). Results from simulation studies show that mixture model based approach for SAE works well and produces an efficient set of small area estimates. Also, an application to real survey data from the National Sample Survey Organisation of India demonstrates the satisfactory performance of the approach.
In paper *Fitting General Linear Model for Longitudinal Survey Data under Informative Sampling* Abdulhakeem A.H. Eideh discusses the problem of fitting superpopulation model for multivariate observations – in particular, multivariate normal distribution for longitudinal survey data. The proposed approach aims to extract the model holding for the sample data as a function of the model in the population and the first order inclusion probabilities; and then fit the sample model using maximum likelihood, pseudo maximum likelihood and estimating equations methods. An application of the results is illustrated by the general linear model for longitudinal survey data under informative sampling using different covariance structures: the exponential correlation model, the uniform correlation model, and the random effect model, and using different conditional expectations of first order inclusion probabilities given the study variable.

Carl-Erik Särndal’s article, *Models in Survey Sampling*, focuses on the two types of approaches in modeling relationships between study variables and auxiliary variables that have influenced survey sampling theory and practice over the last four decades: the design-based and the model-based. Since, in their pure forms, these models offer two fundamentally different outlooks and approaches to inference in sample surveys, a complete reconciliation and agreement cannot be achieved. But the tendency today is that each of the two approaches recognizes and profits from important elements in the other. We see an often fruitful interaction, as discussed in this article.

In paper *On Efficient Difference Type Estimators* A.K.P.C. Swain search for a more efficient difference type estimator in a finite population set-up in the presence of auxiliary information. Ratio type and regression type estimators are derived as special cases. Further efficiencies of these estimators are compared with classical ratio and regression estimators and numerical illustrations are provided to compare efficiencies of different competitive estimators.

The section containing ‘other articles’ is opened with paper by Sabina Denkowski and Monika Papieć *The Analysis of Mortality Changes In Selected European Countries in the Period 1960–2006*, which discusses some consequences of demographic changes that took place during the 20th century – such as the progressive ageing of European societies – for calculation of risk by insurance companies and pension funds. Since mortality is considered one of the most important factors in such calculations, the changes in male and female populations in selected countries of Central Europe (the Czech Republic, Hungary, Poland and Slovakia) and of Western Europe (France, Italy, Spain and Sweden), are of object of the analysis of data for the period 1960–2006. The analysis of the mortality changes has been carried out with the use of variables proposed J. P. Morgan (2007), using data available from www.mortality.org and employing the van Broekhoven algorithm for smoothing crude mortality rates across different ages.

A very important for economic policy issue of identifying change points in economic and financial series is discussed in Reza Habibi’s paper *Distribution Approximations for Cusum and Cusumsq Statistics*. Using the cumulative sum
(cusum) as statistic in testing for a change point, this paper considers the
distribution approximations to the cusum statistic under the null and alternative
hypotheses. Also, distribution approximations for the cumulative sum of squares
(cusumsq) test statistic are under considerations, and some comparisons are made
in a discussion section.

Some alternative approaches to decomposition of inequality are discussed by
Maurro Mussini in paper On the Link between Silber and Dagum Decomposition
of the Gini Index. The presented, combined decomposition can be used for
overlapping as well as for no overlapping population subgroups, taking into
account within-group and between-group, and overlapping inequalities. For this,
all the information on income distribution contained in one matrix are being
exploited, accounting for pairwise disparities between per capita income shares.
The proposed matrix approach provides also insight into a more complex analysis
of overlapping. Application of the new methodology to data from Italian
employee income in 2000 and 2008 illustrates its usefulness.

In paper A Typology of Polish Farms Using Probabilistic d–clustering,
Andrzej Młodak and Jan Kubacki search for an effective typology of Polish
farms based on data collected from administrative sources during the preliminary
agricultural census conducted in autumn 2009. A universal form of typology is
proposed using fuzzy clustering method (that has been developed to this aim),
with probabilistic d–clustering for interval data. The relevant criteria are
arbitrarily established, but also, as an alternative way, are generated endogenically
using an original optimization algorithm. For a comparison, relevant classification
for data collected “from nature” is also provided.

Włodzimierz OKRASA
Editor-in-Chief
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SURVEYING CHILD LABOUR THROUGH HOUSEHOLDS: SAMPLING ISSUES AND STRATEGIES

Vijay Verma¹, Francesca Gagliardi²

ABSTRACT

This paper addresses sampling issues arising in the context of household-based child labour surveys. It presents some of the sampling strategies elaborated in the ILO book Sampling for Household-based Surveys of Child Labour (Verma, 2008). A typology of surveys of child labour is identified, and the fundamental distinction between two types with very different objectives – termed ‘child labour surveys’ and ‘labouring children surveys’, respectively – is clarified and emphasised. Following a broad survey of national practices in conducting surveys of child labour, linkages between different types of surveys and some specific sampling techniques are explained.

Key words: child labour, household surveys, sampling, ILO.

1. Introduction

Child labour is an important global issue. Detailed and up-to-date statistics on working children are needed to determine the magnitude and nature of the problem, identify the factors behind child labour, reveal its consequences, generate public awareness of the related constellation of issues, and to formulate policies and projects to combat it (International Labour Organisation, 2004).

Data on child labour may be obtained from diverse sources, often used in combination. Although few national population censuses provide data on the prevalence of child labour, information from censuses serves as an essential basis for the interpretation and analysis of data on child labour from other sources. The population census is also the basic source of sampling frames for child labour and similar surveys. Countries collect socio-economic and demographic data through general household-based sample surveys, such as surveys on the labour force, living conditions, household income and expenditure, demography and health. Such surveys normally do not produce detailed data on child labour, but they can yield information that is useful for analysis of the situation concerning child

¹ University of Siena, verma@unisi.it.
² University of Siena, gagliardi10@unisi.it.
labour. Moreover, attaching child labour modules to such household-based surveys is also a potential source of information. In addition, a wide range of secondary and administrative sources, while not primarily concerned with child labour, can provide useful information pertaining to it.

Nevertheless, more comprehensive and pertinent information on child labour requires special studies and surveys focussed on the subject. Apart from household-based child labour surveys, with which we are concerned here, different types of instruments include rapid assessments, establishment surveys, school-based surveys, community-level enquiries, street children surveys, and baseline studies undertaken in the context of specific intervention projects. The various sources are generally complementary. The practical implication of this from the point of survey and sampling design is that the household-based instrument need not be developed to meet all the information needs: in fact some of these needs are better (or even, can only be) met from other types of instruments. Experience demonstrates that collecting comprehensive data on child labour is a challenging task, and no single survey method may in itself satisfy all data needs. “Children are found working in a vast array of circumstances, and no single technique can be devised to survey all of these situations. Furthermore, policy analysis and targeted project intervention require information from a variety of potential respondents who may influence the life and development path of the child. These include the children themselves, parents or guardians, employers, school teachers, community leaders, child peers, and siblings. Circumstances in the home, school, workplace, and larger community to which the child belongs all bear on child labour outcomes and characteristics. To collect all relevant data from all relevant parties by means of a single survey or on a single occasion is impossible.” (ILO, 2004). This applies with particular force in surveying what are called the worst forms of child labour. It is practically impossible to make contact with children engaged in such forms of labour to collect the necessary information. Worst forms of child labour usually remain hidden and the necessary sampling frames do not exist for their enumeration. Nor can the required samples be designed and selected without prior information on the location, characteristics and circumstances of the children engaged in it. Consequently, regular household-based surveys are largely ineffective for this purpose; special sampling and enumeration procedures must be employed.

This paper is concerned with sampling issues arising in the context of household-based child labour surveys. It presents, albeit briefly and selectively, the sampling strategies elaborated in the ILO book Sampling for Household-based Surveys of Child Labour (Verma, 2008). This book has been reviewed in Statistics in Transition by Kordos (2008).

As noted, for some purposes and in certain circumstances child labour surveys may also involve non-household based data collection, and may even force some departures from the principles of probability sampling. This paper does not aim to address special considerations involved in the design of surveys aimed at estimating the prevalence and nature of child labour confined to particular sectors
or activities. Various statistical techniques used for sampling non-standard units
need separate treatment, though many of the techniques discussed below can be
useful in the design of such surveys as well.

2. Household-based surveys of child labour: a typology

2.1. Household-based surveys

Regular child labour surveys are household-based national sample surveys
whose target are children, and also their parents or guardians living in the same
household. Such surveys may be conducted as stand-alone surveys, or as separate
but linked operations, or simply as modules attached to other national household-
based surveys such as a labour force survey (LFS). The statistics generated by
these surveys include economic activities and non-economic activities (such as
household chores) of children, working hours, nature of the tasks performed,
health and safety issues including injuries at work, and also background variables
such as demographic and social characteristics of household members and other
basic characteristics of the household.

Household-based sampling provide an efficient approach for estimating the
prevalence and characteristics of predominant forms of child labour for children
living in private households, irrespective of whether the work is performed at
home or outside. In so far the survey is based on a scientifically designed
probability sample, it permits generalization of the study results to the whole
population that was sampled.

In practice, the household survey content may be detailed and specialised,
providing information on the dynamics of child labour or gross flows between
different child labour categories; or it may be confined to a few basic
characteristics of working children. The choice depends on the data needs,
available resources, and the arrangements and circumstances under which the
survey is conducted. The key respondents in a child labour survey are the working
and potentially working children and their parents or guardians.

Household surveys may apply a variety of designs and organizational
structures. The main factors determining the design are, of course, substantive
objectives concerning the content, complexity and periodicity of the information
sought. These substantive requirements determine features of the survey structure
such as its timing, frequency, reference period and sampling arrangements. For
instance, the survey may be a continuing survey designed to obtain regular time-
series data or, as has been more often the case in national surveys, it may be an
occasional survey primarily for obtaining benchmark and structural information.

In the designs followed most commonly for the labour force and similar
population-based surveys, especially in developing countries, the sample is
selected in two (or more) stages: the selection of area units; followed by the
selection of addresses, households or individuals in each area as the ultimate
sampling units. For convenience and concreteness of the exposition, we will assume such a ‘typical’ design throughout in the following technical discussion of sampling issues.

2.2. Child labour survey (CLS)

As a generic term we use ‘a (regular household-based) child labour survey’ to indicate a household sample survey the main objective of which is to provide information on the phenomenon of child labour – its prevalence, distribution, forms, economic sectors etc., as well as its conditions, characteristics and consequences. The prefix ‘regular’ is used to emphasise that the context is that of a broad household-based survey, as distinct from other types of studies concerning children not residing in – or at least not identified for enumeration through – private households.

While retaining the above more general, descriptive use of the term ‘child labour surveys’, it is very useful to keep in mind two quite different types of such surveys. These differ in their objectives, or at least in the emphasis given to different types of objectives.

The first type refers to surveys where the primary objective is to measure the prevalence of child labour. The surveys may also study variations in this prevalence by geographical location, type of place (urban-rural), household type and characteristics, the household’s employment and income situation, children’s age and gender, and similar factors. The target population of a survey with this type objectives is the total population of children exposed to the risk of child labour. This base population is defined essentially in terms of age limits, and therefore tends to be well-distributed in the general population. The size and structure of the sample is determined largely by the size and distribution of the population of all children, or more commonly by its approximation – the size and distribution of the general population.

We propose to reserve a more strict use of the term Child Labour Survey (CLS) for such surveys with the primary objective of measuring the prevalence of child labour, as distinguished from a Labouring Children Survey (LCS) described below. The defining factor in this distinction is the relevant base population for which the survey estimates are generated – essentially, all children within specified age limits for the CLS, and only those considered to be in child labour for the LCS.

2.3. Labouring children survey (LCS)

We have a different type of survey when the primary objective is to investigate circumstances, characteristics and consequences of child labour: what types of children are engaged in work-related activities, what types of work children do, the circumstances and conditions under which children work, the
effect of work on their education, health, physical and moral development, and so on. The objectives may also include investigating the immediate causes and consequences of children falling into labour. We refer to this type of survey as a *Labouring Children Survey* (LCS). The relevant base population in the LCS is the *population of working children*. What is meant by the LCS concept is that, when the objective is to determine the conditions and consequences of child labour, as distinct from its prevalence among all children, then it is appropriate that the size and structure of the sample is determined primarily by the size and distribution of the population of working children.

At the same time, it is important to clarify that the concept of a ‘labouring children survey’ does not imply that the ultimate units enumerated in the survey be only labouring children. On the contrary, it will normally be necessary in such a survey to enumerate comparable groups of children not engaged in labour, so as to provide a control group for comparison with the characteristics and circumstances of those subject to child labour. Nevertheless, the sample size and design of a LCS is determined primarily by the need to represent the population of labouring children; any sample of non-labouring children is supplementary, selected and added to the main sample as necessary for analytical purposes.

### 2.4. CLS vs. LCS: sampling implications

There are some important differences in terms of sampling aspects between Child Labour Surveys and Labouring Children Surveys in the above sense.

The target population of the CLS, being all children in a certain age range, tends to be distributed in a way very similar to the general population. Hence the required structure and distribution of the CLS sample is likely to be quite similar to that of a survey of the general population, in particular to that of the Labour Force Survey (LFS) to which the CLS is very similar in concepts, definitions and even survey content.

The target population of the LCS – whether the population of children engaged in any work-related activity, or defined more narrowly as those engaged in specific forms of child labour – is, by comparison, smaller and more unevenly distributed, often in areas of heavy concentration. Consequently, the sample design required is generally also different from that of LFS or CLS.

The two types of surveys differ in their size and complexity. The CLS is normally less intensive (i.e., involves a simpler and shorter survey interview), and requires larger sample sizes. The primary statistical consideration dictating its sample size is the precision with which the proportions of children engaged in child labour is to be estimated and the reporting domains requiring separate estimation.

By contrast, for investigating the detailed conditions and consequences of child labour, the LCS is more intensive in data collection, often involving interviewing the guardians as well as the children concerned separately, collecting attitudinal and other qualitative data, and carrying out associated enquiries such as
at the school or place of work of children in the sample. Consequently, the appropriate sample size for a LCS is likely to be much smaller than that for a CLS in similar circumstances. For an intensive survey such as the LCS, large sample sizes are often unnecessary from the statistical point of view, and in any case are precluded by practical and cost considerations. Having too large a sample in an intensive survey can in fact damage the quality and value of the information collected, in so far as it hinders close control over the survey operation.

2.5. Labouring children vs. child activity vs. children’s surveys

In practice, the target populations of interest can be more diverse than the all children versus labouring children distinction of CLS and LCS.

The focus of all LCS’s is on the details of child labour, or more generally, on children’s work-related activities. However, some surveys collect a broader range of information on children. The following three types of situations may be distinguished.

Option (1). A majority of the LCS surveys have as their main focus the study of conditions and consequences of child labour (see Section 5 for a review of country practices).

Option (2). In a number of countries, the scope is broader, and covers all types of activities of children, including economic and non-economic activities, education, leisure, and even non-activity. Many such national surveys are actually named a Child Activity Survey (CAS).

Option (3). Occasionally, the scope is even broader to include more general information about children beyond their economic and non-economic activity – such as information on children’s health, housing conditions, etc. These are termed a Children’s Survey.

There is also much debate as to the definition of what constitutes ‘child labour’, and in particular whether ‘substantial’ domestic chores should be included (ILO, 2004, Chapter 2).

These variations have important sampling implications. For surveys focused on working children, option (1), the LCS samples should reflect closely the patterns of concentration of child labour. With their broader and more defused scope children’s surveys, option (3), would require a design similar to that of the CLS, or may even incorporate the latter. However, even for this type of surveys, and especially for the child activity surveys, option (2), the measurement of conditions of child labour as such is likely to remain a special objective. A compromise design is therefore desirable – which covers both working and non-working children but with greater weight given to the former. Such a compromise design would of course require a CLS-type operation preceding it, so as to identify – even if with limited precision – the level of child labour in survey areas.
2.6. An example

The diverse objectives of a survey on child labour, and the diverse population groups to which the results from the survey apply, are well-illustrated by a survey from Portugal Ministry of Labour and Solidarity (1998). The survey identifies seven different target groups of questions. For three of these groups, namely

1. families and the work of children,
2. children and their activities in general, and
3. aspects of children’s life

the target population is all children (and their families). The questionnaire modules pertaining to these constitute the CLS component of the survey. Group (1) is the basis for estimating the proportion of working children. For another three groups, namely

4. characteristics of children with economic activity,
5. characterisation of those responsible for children with economic activity, and
6. attitudes and perceptions towards child labour of the child, and of adults responsible for the child

the target population is labouring children, defined here as children engaged in any economic activity. The questionnaire modules pertaining to these constitute the LCS component of the survey. Group (4) – children engaged in economic activity – is the basis; the population of persons responsible for children in groups (5) and (6) is defined through association with the base population in group (4). The group

7. children who carry out domestic chores

covers a somewhat different group of children. This group is often considered less important than group (4) in determining the LCS sample size requirements.

The final sample size is normally a compromise between the requirements of the CLS and LCS components. It is of course possible, in principle, to introduce sub-sampling from group (1) to group (4) (i.e., to follow-up only a sub-sample of the labouring children identified from the former); or to introduce sub-sampling from group (4) to groups (5)–(6) (i.e., to follow-up only a sub-sample of adults responsible for the labouring children). There is greater flexibility in this respect when the various components involved are operationally separated from each other.

3. Linkage of CLS to a base survey

Surveys may be needed to collect different types of information on child labour. As noted, different types of data differ in their content, mode of collection, and – with particular relevance to sampling – in the base population to which they relate and the required sample size. Different types of data involved may be viewed as constituting different components of the survey. The components may,
for instance, be combined into a single integrated whole; or they may remain
distinct but linked in various ways; or they may form more or less separate stand-
alone operations, each like a survey in itself. Similarly, the child labour survey or
its components may be related in various ways to other existing surveys, such as a
labour force survey. In designing the sample for a household-based child labour
survey, the first step is therefore to define the survey structure, i.e., choose the
manner in which different components of the survey are to be arranged in relation
to each other.

In this section we consider the linkage of the CLS with the operation
preceding it. There are three dimensions: (i) the preceding operation may be a
household listing operation, or it may be a large-scale survey such as the LFS; (ii)
the CLS may be combined with that operation, or be conducted subsequently as a
separate operation; or (iii) the CLS may be conducted on the same sample, or on a
sub-sample of the preceding operation. The combinations of these are shown
below. Of course some of these combinations are more likely (more meaningful,
practical) than others.

### Link of a CLS with the operation preceding it

<table>
<thead>
<tr>
<th>Preceding operation</th>
<th>Whether the two operations are integrated or separate</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Integrated</td>
<td>Separate</td>
</tr>
<tr>
<td>Household listing</td>
<td>CLS involving brief screening questions</td>
<td>using the full listing sample (unlikely option)</td>
</tr>
<tr>
<td></td>
<td>same (full) sample</td>
<td>sub-sampling</td>
</tr>
<tr>
<td></td>
<td>sub-sampling</td>
<td>sub-sampling</td>
</tr>
<tr>
<td>LFS or similar</td>
<td>Modular or ‘combined’ CLS</td>
<td>same (full) sample (used frequently)</td>
</tr>
<tr>
<td></td>
<td>same (full) sample (used frequently)</td>
<td>Linked CLS</td>
</tr>
<tr>
<td></td>
<td>sub-sampling</td>
<td>sub-sampling (used frequently)</td>
</tr>
</tbody>
</table>

#### 3.1. Modular or ‘combined’ CLS

The collection of information on child labour in conjunction with a broad-
based survey of the general population such as the labour force survey (LFS) may
typically take the form of child labour questions attached to the LFS as a module.
In this case, the essential CLS information, namely estimates of proportions of
children in various categories who are engaged in child labour, may be obtained
by extending downwards the lower age limit for the standard LFS questions on
economic activity. This is a possibility when child labour is defined in terms of
the standard LFS concept of economic activity (on the latter, see Hussmanns et al.,
1990). Different and generally more elaborate questioning will be required with a
different interpretation of what is meant by ‘child labour’.
The major attraction of a modular child labour survey is that it provides an economical and convenient arrangement for obtaining essential information on child labour. Furthermore, items enumerated in the base survey are available for use as explanatory and classification variables in the analysis of child labour data. Modular surveys present some potential problems, however. The number and detail of child labour items that may reasonably be inserted into an operation primarily concerned with other topics is quite limited. Secondly, in order to ensure high-quality data the various survey topics must be compatible in terms of concepts, definitions, survey methods, reference periods, coverage, and design requirements. This compatibility requirement may enforce compromises that limit the usefulness of the resulting data.

When a set of child labour questions is attached as a module to an existing base survey, it is generally understood that the number of additional questions involved is small enough not to significantly affect the base survey sample design or data collection. We use the term combined survey to refer to a more comprehensive version of the modular survey. It indicates the situation when the child labour questions constitute a substantial addition to the base survey, influencing the survey design, sample size and data collection operations of the latter.

Any of the above arrangements involves operational integration of the CLS with the base survey. This normally implies that the CLS module is applied on the same sample of household as the base survey. Sub-sampling at the area level (i.e. introducing the CLS as a module only in a subsample of LFS areas) can however be possible. A particularly convenient form of this is to include the CLS as a module during only some of the rounds of a continuing LFS.

3.2. Linked CLS and its sampling aspects

A linked CLS means a survey dependent on the base survey (such as a LFS) for its sample and possibly also for other information fed forward, but otherwise operationally separated from the latter for the purpose of data collection. A linked survey permits more detailed measurement of child labour than is normally possible in a modular survey. Also, more elaborate sub-sampling from the base survey, both at the area and the household levels, is possible. But of course there is the extra cost of separate operations.

As to the sampling aspects of such linkages, one extreme option is to draw the CLS sample as a sub-sample of the individual children enumerated in the base survey. At the other extreme, the two surveys may be based on independent samples. There are a number of intermediate possibilities.

Even when the two surveys are based on independent samples it is desirable and efficient to draw them from a common frame or ‘master sample’ of area units. This permits the sharing of costs of preparation and maintenance of the area frame.
A closer link between the surveys is obtained by basing them on a common sample of areas. In principle, all the areas in the base survey may be included for the CLS sample. However, sub-sampling of the LFS areas is often desirable and appropriate: the sample sizes required for a CLS tend to be much smaller than those for major surveys such as the LFS.

Within the common sample areas, various possibilities exist in terms of the relationship between the ultimate units (e.g. households) in the two samples – from entirely independent samples from household lists in the common areas, to confining the CLS to a sample of children actually identified during the LFS information on household composition.

1. At the one extreme, the common LFS-CLS sample areas may be ‘re-listed’ to obtain a more up-to-date frame of households for the CLS, and an entirely new sample of the units selected. However, creation or updating of household lists can be an expensive operation, and is justified only if the two surveys are separated by, say, one year or longer.

2. When the same lists are used, the two samples may still be selected independently or without overlap. This is desirable when respondent fatigue is a concern, or when the first sample is subject to high rates of non-response. Independent or at least additional sampling is also required when the first survey is not able to yield a sufficiently large sample for the CLS.

An alternative is to base the CLS on all or a sub-sample of ultimate units included in the first sample. The outcome depends on the type and characteristics of the units involved.

3. Selecting a sub-sample of addresses in the base sample is often the simplest.

4. The use of households as units for sub-sampling comes next. It is simpler if households from the first survey are subject to sub-sampling without reference to any particular characteristics of the households involved.

5. However, sometimes information on various household characteristics is evoked for the purpose of stratification or for applying different sampling rates. This involves the collection of such information in the base survey, and its preservation and transfer to the CLS. This can be expensive and cumbersome, and in many cases not very effective in improving the efficiency of the resulting sample. It is also common to exclude certain types of households from the selection, such as households not found to contain any child relevant to the CLS. This can improve control over the CLS sample size, and also efficiency of its fieldwork. However, the drawback is the assumption that the situation of the households with respect to the exclusion criteria has not changed during the interval between the two surveys.

6. Using children identified during the first survey as the units for sampling for the CLS is also an option. However, this is a demanding choice in that lists of children identified have to be prepared, transferred to the CLS
operations for sampling, and then the selected children identified during fieldwork. Misidentification of individual children can easily occur. Such an option should be followed only if the interval between the two surveys is very short.

(7) At the extreme is the procedure where information on various characteristics of children is used for the purpose of stratification or for applying different sampling rates, such as the child’s educational and/or activity status. Such a procedure may appear attractive when the CLS sample size is very small and its structure needs to be tightly controlled. However, generally this is a demanding and expensive procedure, prone to implementation errors. It should be used only when the CLS approximates the conditions of being a ‘module’ of the first survey – close in timing the first survey, and drawing significantly on the substantive information collected in it.

3.3. CLS based on a household listing operation

A child labour survey may be based on a household listing operation required to create or update the sampling frame. (In an area-based sample, such a listing operation is normally confined to sample areas selected at the preceding stages.) At least two options are possible. The child labour survey may be a separate stand-alone survey, conducted subsequently to a household listing operation, and not linked to another survey such as the LFS. Sub-sampling of households or similar units from the lists will be normally required within each sample area. However, a stand-alone CLS is not always a feasible or even a desirable option.

An alternative is integration of the CLS with household listing in the form of a single operation. This necessitates that the child labour component involves no more than a few brief questions which can be incorporated into the listing form. In an area-based sample, the listing operation normally involves exhaustive coverage of each sample area, i.e. the listing of all households or similar units in it without involving any sub-sampling. The same applies in the case of the CLS where it is operationally integrated with household listing. The resulting data may have the advantage of being based on a large sample, but the measurement of child labour is likely to be approximate. This type of CLS is essentially no more than a screening operation for a more detailed survey of labouring children.
4. CLS-LCS linkage

A labouring children survey (LCS) requires a prior operation which identifies, explicitly or implicitly, a sample of working children. Normally this is the function of the CLS component. Two forms of the relationship between CLS and LCS may be identified: (i) an integrated CLS-LCS operation; and (ii) linked CLS and LCS operations.

4.1. Integrated CLS-LCS operation

The distinction, discussed in Section 2, between the two types of surveys, the CLS and the LCS, by no means implies that they must (or sometimes even can) be organised as two separate operations. In fact, in a majority of the national surveys conducted so far they have been completely integrated into a single survey operation – the same survey covering the two different types of objectives. The LCS questions form additions to the CLS questionnaire, which become applicable if the child concerned is found to be engaged in work-related activity. This is an integrated design, by which is meant that the information for the CLS and LCS components is collected as a single interview operation. Note that a ‘single interview operation’ is not meant to necessarily imply that only a single integrated questionnaire is used, or that all interviewing takes place during a single visit to the household, or even that all the information is obtained from a single respondent in the household. Multiple questionnaires, repeated interviewer visits, and different respondents (head of household, parents or guardians, children themselves, and sometimes even employers and teachers etc.) may indeed be involved. Rather, the term is meant to indicate that the information on the CLS and LCS components is collected at the same time or at least within a short time of each other, and that all the information collected during the CLS component is directly available to (and is generally not repeated in) the LCS component.

Simultaneous implementation of the CLS and LCS components implies that normally no sub-sampling from the one to the other can be introduced (i.e., all children identified as working during the CLS part are subject to the LCS part of the interview). In any case, it is desirable in practice that any sub-sampling involved is straightforward, such as applying the LCS part of the interview to only a pre-selected subset of CLS survey rounds or sample areas.

In an integrated survey, the sample size requirements of both the CLS and LCS components have to be met. Hence even in a single integrated survey, the distinction between the two types of survey components still remains a conceptually useful one: it reminds us that an integrated design has to be a compromise between different objectives. It comes to requiring that the CLS is large enough to provide estimates of prevalence of child labour with the required precision, and also to yield sufficient numbers of working children for the LCS.
Unfortunately in national practices, often the survey design has been determined one-sidedly – with over-emphasis on one type of objective at the expense of the other. For instance, some surveys have been too small to yield useful estimates of the extent and distribution of prevailing child labour (the CLS component was too small in sample size), while others have been too large in size to permit sufficiently in-depth investigation of the characteristics and consequences of child labour (LCS component was too large in sample size from the practical point of view). By contrast, there are also examples where the sample size, while adequate for the CLS, turned out to be inadequate in providing enough cases for the LCS component for the purpose of investigating child labour activities in detail.

It is worth emphasising that with an integrated design, the sample for the LCS component is determined entirely by the results of the screening provided by the CLS component: not only sample size but also – and more importantly – the quality of coverage of the population of working children in the LCS component is determined by the quality of the screening questions in the CLS part for identifying those children.

**Advantages and disadvantages of an integrated design**

There can be practical and cost advantages in integrating the CLS and LCS components into a single operation. Clearly, it is cheaper and convenient to collect all the required information in one go. This is a major advantage, and may explain why a large majority of child labour surveys to-date have chosen the integrated arrangement.

However, there are also disadvantages of an integrated (CLS+LCS) design.

1. An integrated implementation tends to limit the information which can be collected during the LCS component without jeopardising the quality of the CLS component.
2. The increased burden associated with the LCS part can have serious consequences for the quality of the CLS part in identifying the incidence of child labour.
3. Apart from the obvious upper limit imposed by the number of eligible cases (working children) identified in the CLS component, there is no independent control over the size and distribution of the sample for which the LCS information is collected.
4. The level of child labour may be very unevenly distributed over sample areas, thus greatly varying interview workload. This becomes all the more troublesome when the LCS part involves lengthy interviews with adults as well as with children individually.

**When an integrated CLS-LCS operation may be suitable**

An integrated CLS-LCS operation may well be the most suitable option under certain conditions such as the following.
(1) The CLS does not require a very large sample, which would be the case when it is not required to produce estimates of the prevalence of child labour for many different regions, population groups, sectors of activity, or other types of domains.

(2) The CLS is a stand-alone survey, so that its sample can be designed as a compromise for meeting both types of information needs – of estimating the prevalence of child labour with necessary precision on the one hand, and of investigating the conditions and consequences of child labour with necessary detail on the other.

(3) Child labour is not too heterogeneous or extremely unevenly distributed for it to be ‘captured’ in a reasonable way by a general purpose sample of the population of children.

(4) The resulting compromise sample size is not too large for the in-depth investigation which the LCS component typically requires.

(5) And in any case, the resulting integrated interview is not too heavy to have an adverse effect on the quality (particularly completeness) of measuring the prevalence of child labour which is the concern of the CLS component. This is a common problem which has been encountered in many other types of surveys with similarly dual objectives.

When one or more of the above conditions are violated, it is necessary to at least consider the possibility of operationally separating the CLS and LCS components. In the case of such a separation, it would be generally appropriate to consider basing the LCS component on a subsample of the CLS. The objectives of the sub-sampling would be both to reduce the sample size for the LCS, and also to make it more concentrated and targeted to reflect the uneven geographical distribution of child labour. Specific subsampling procedures for this purpose are discussed in Section 7 below.

4.2. LCS linked to the CLS

An alternative to the integrated design is to conduct the CLS and LCS components as separate operations. However, these two cannot be stand-alone (i.e. entirely separated) surveys, but must be linked to each other in some way.

The LCS sample can be identified on the basis of the CLS results in different ways, and this provides different forms of linkages between the two surveys. The best solution depends on the particular situation and objectives, but primarily on two factors: (i) the time gap between the two surveys; (ii) the quality of screening provided by the CLS in identifying the presence of working children.

The diversity of options in CLS-LCS linkage include the following.

A. In relation to selection of the sample within the CLS sample areas, we may take all or select a sample of:

(1) previously identified working children individually;

(2) households identified previously to contain a working child;
(3) households identified previously to contain any child in the age range of interest;
(4) all households interviewed in the previous sample;
(5) or possibly, all households selected in the previous sample (including non-respondents);
(6) all households listed in the CLS sample areas (i.e., obtaining a new LCS sample from existing CLS household lists); or
(7) households from re-listing of the CLS sample areas (i.e., updating the area lists before selecting a new sample).

B. In relation to ‘eligibility for inclusion’ of the CLS areas, we may take as eligible:

(8) CLS sample areas containing at least \( x \geq 1 \) working child(ren), or containing at least \( y \geq 1 \) household(s) with a working child;
(9) CLS sample areas containing at least \( x \geq 1 \) child(ren) or at least \( y \geq 1 \) household(s) with a child in the age range of interest; or
(10) all CLS sample areas.

C. In relation to the selection of areas, we may:

(11) take a sub-sample of the CLS sample areas;
(12) take all CLS sample areas; or
(13) select additional areas for LCS, linked to the CLS sample areas.

Some of the options in the three sets A–C can be combined, for instance: households identified previously to contain any child in the age range of interest (option 3), but only from a sub-sample of areas (option 11), those areas selected from CLS sample areas which contain at least one working child (option 8).

Note that among (1)–(7), all options except (1) require fresh identification of labouring children in the households included in the LCS sample. Option (1) provides the tightest link between the two surveys: the LCS sample is confined to the particular children identified to be engaged in child labour during the CLS. This makes the option almost the same as an integrated CLS-LCS design, except for the possibility of sub-sampling between the two operations because of their operational separation in time. With this option, any working children unidentified during CLS remain unidentified during the subsequent LCS operation. The opposite error – non-working children identified as working – is less important and in any case can be identified during the subsequent operation. With options (2)–(7), the LCS has a greater potential to refine the CLS estimates of child labour.

The categories from (13) to (1) represent increasingly close linkage between the two surveys. Going upwards from (13) to (1), especially from (7) to (1), the options generally become: more restrictive (the LCS sample is increasingly restricted to units identified in the CLS sample); more focussed (on the particular population of interest, i.e. labouring children); and more efficient exploiter of information already collected or the design already implemented in the CLS (hence more cost-effective, and less burdensome for the respondent).
But the options increasingly require: more information to be collected during the CLS and then fed-forward to the LCS (hence the operation becoming more costly and time consuming); and also more sensitive to changes over time (hence less suitable in the presence of a long time gaps between the two surveys).

**Exclusion of certain CLS areas**

Information on the reported level of child labour in the CLS is often useful in determining the cut-off level below which the areas may be altogether excluded from selection into the LCS. This is often necessary for practical reasons – it may simply not be cost-effective to attempt the LCS in areas containing none or very few reported working children. The cost considerations have to be balanced against the bias which such exclusion introduces.

**Sub-sampling of CLS areas**

Sub-sampling of CLS sample areas may be introduced in order to reduce the LCS sample size, and specifically to make the LCS sample more concentrated, i.e. confined to fewer sample areas with higher levels of child labour.

**Expanding the original CLS areas**

A brief comment will be useful on option (13). This option may be used when the LCS sample needs to include additional areas, beyond the CLS areas. This may, for instance, be because the CLS sample areas do not yield a sufficient number of sample cases (labouring children) for the LCS. Another motivation can be to enhance the LCS sample by selecting more cases from and around CLS areas found to contain concentrations of labouring children. An obvious way to expand the LCS sample is to include in it additional areas in the neighbourhood of CLS sample areas. Various techniques (such as ‘adaptive cluster sampling’, see Tompson and Seber, 1996) can be used for expanding the sample in this way, while retaining its probability nature.

5. **Examples of diverse structures of child labour surveys**

Tables 1 and 2 provide some essential information on the samples and the structure of linkages between different components for around 30 surveys on child labour. The tables show the diversity of the survey structure encountered. The survey-structural concepts have been explained in the preceding sections.

5.1. **Linkage of CLS to a base survey**

Table 1 classifies the type of linkage between the CLS and its base, which may be a larger survey (such as FLS) or the household listing operation. It can be seen that half the surveys (15 of the surveys reviewed) are *stand-alone surveys*, meaning that the survey is exclusively or primarily concerned with child labour.
The other common arrangement (13 of the surveys reviewed) is an integrated survey, involving the collection of the base survey and CLS information during the same operation. Here we distinguish modular versus combined surveys in the sense described in Section 3. The LFS forms the base for most of the combined surveys. It is also the case for several modular CLS’s, but a variety of other types of surveys have also served as the base as shown in Table 1.

Another possibility, but a rare one, is to have a linked survey, where the child labour survey interview is operationally separated from that of the base survey, but the sample and some substantive information is fed-forward from the base survey.

The table also shows that most commonly CLS is a single round, one-time survey, though in one of six cases it has involved multiple rounds, typically four rounds corresponding to quarters of the year. A multi-round CLS is not affordable in most circumstances. Other information shown concerns sample size (n households) and its division into number of clusters (a) and sample-take per cluster (b=n/a). Sample size varies greatly, from 6,000 to 48,000 in the cases reviewed. Sample-take per cluster is even more variable – mostly in the range 5–50.

5.2. Linkage between CLS and LCS

Table 2 classifies the type of linkage between CLS and LCS components. It also indicates the substantive scope of the LCS – mainly whether it concerns primarily child labour (i.e. working children) or is a more inclusive survey of child activities or of children generally.

By far the predominant form has been an integrated CLS-LCS operation, in which information on prevalence of child labour and more detailed information on children who are found to be working are both collected during a single interview operation. A linked survey structure which permit a degree of operational separation between CLS and LCS has been used in only one-in-five of the surveys reviewed in the table.

Concerning the substantive scope of the LCS (irrespective of whether it is integrated or merely linked to the CLS), a majority are concerned primarily with economic activity of working children. However, almost one-half are broader in scope. A number are child activity surveys covering all types of activities of children including non-economic activities; some are even broader children’s surveys covering in addition other areas such as children’s health, housing and living conditions. This broader scope requires the coverage of a broader population – essentially of all children as in the case of the CLS.
Table 1. Child Labour Surveys: Base-to-CLS. Examples of diverse structures

<table>
<thead>
<tr>
<th>Survey</th>
<th>Year</th>
<th>Base-to-CLS</th>
<th>Whether multi-round</th>
<th>Sample size and clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azerbaijan</td>
<td>2006</td>
<td>Modular (LFS)</td>
<td></td>
<td>17,000, 850, 20</td>
</tr>
<tr>
<td>Portugal</td>
<td>1998</td>
<td>Stand-alone</td>
<td></td>
<td>25,000, 1,150, 22</td>
</tr>
<tr>
<td>Turkey</td>
<td>1994</td>
<td>Combined (LFS)</td>
<td></td>
<td>13,500</td>
</tr>
<tr>
<td>Turkey</td>
<td>1999</td>
<td>Combined (LFS)</td>
<td></td>
<td>20,000</td>
</tr>
<tr>
<td>Ukraine</td>
<td>1999</td>
<td>Combined (LFS)</td>
<td>4 rounds</td>
<td>48,000</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>2002-2003</td>
<td>Stand-alone</td>
<td></td>
<td>40,000, 1,000, 40</td>
</tr>
<tr>
<td>Cambodia</td>
<td>1996</td>
<td>Modular (Socio-economic Survey)</td>
<td>2 rounds</td>
<td>9,000, 750, 12</td>
</tr>
<tr>
<td>Cambodia</td>
<td>2001</td>
<td>Stand-alone</td>
<td></td>
<td>12,000, 6,000, 20</td>
</tr>
<tr>
<td>Mongolia</td>
<td>2002-2003</td>
<td>Stand-alone (same sample as as LFS</td>
<td>4 rounds</td>
<td>12,000, 1,200, 10</td>
</tr>
<tr>
<td>Nepal</td>
<td>1996</td>
<td>Modular (Migration and Employment Survey)</td>
<td></td>
<td>20,000, 600, 33</td>
</tr>
<tr>
<td>Pakistan</td>
<td>1996</td>
<td>Stand-alone</td>
<td></td>
<td>140,000, 1,860, 75</td>
</tr>
<tr>
<td>Philippines</td>
<td>2001</td>
<td>Stand-alone</td>
<td></td>
<td>27,000, 2,250, 12</td>
</tr>
<tr>
<td>Sri Lanka</td>
<td>1999</td>
<td>Stand-alone</td>
<td>4 rounds</td>
<td>15,000, 1,000, 15</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>2001</td>
<td>Stand-alone</td>
<td></td>
<td>44,000, 1,250, 35</td>
</tr>
<tr>
<td>Ghana</td>
<td>2001</td>
<td>Stand-alone</td>
<td></td>
<td>10,000, 500, 20</td>
</tr>
<tr>
<td>Kenya</td>
<td>1998-1999</td>
<td>Combined: LFS, Informal sector</td>
<td></td>
<td>13,000, 1,100, 12</td>
</tr>
<tr>
<td>Namibia</td>
<td>1999</td>
<td>Stand-alone</td>
<td></td>
<td>8,000, 270, 30</td>
</tr>
<tr>
<td>Nigeria</td>
<td>1999</td>
<td>Stand-alone</td>
<td></td>
<td>22,000, 2,200, 10</td>
</tr>
<tr>
<td>South Africa</td>
<td>1999</td>
<td>Stand-alone</td>
<td></td>
<td>26,000, 900, 30</td>
</tr>
<tr>
<td>Tanzania</td>
<td>2000-2001</td>
<td>Modular (LFS)</td>
<td>4 rounds</td>
<td>11,000, 220, 50</td>
</tr>
<tr>
<td>Uganda</td>
<td>2000-2001</td>
<td>Modular (Demographic and Health Survey)</td>
<td></td>
<td>8,000, 300, 27</td>
</tr>
<tr>
<td>Zambia</td>
<td>2000</td>
<td>Modular (Multiple Indicator Survey)</td>
<td></td>
<td>8,000, 360, 22</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>1999</td>
<td>Linked (Indicator Monitoring (IM)-LFS)</td>
<td></td>
<td>14,000, 400, 35</td>
</tr>
<tr>
<td>Belize</td>
<td>2001</td>
<td>Stand-alone</td>
<td></td>
<td>6,000, 200, 30</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>2003</td>
<td>Combined (Multipurpose Household Survey)</td>
<td></td>
<td>11,000</td>
</tr>
<tr>
<td>Dominican Rep.</td>
<td>2000</td>
<td>Stand-alone</td>
<td></td>
<td>8,000, 800, 10</td>
</tr>
<tr>
<td>Honduras</td>
<td>2002</td>
<td>Modular (Permanent Multipurpose Survey)</td>
<td></td>
<td>9,000, 1,800, 5</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>2000</td>
<td>Modular (ad-hoc LFS)</td>
<td></td>
<td>8,500, 1,700, 5</td>
</tr>
<tr>
<td>Panama</td>
<td>2000</td>
<td>Stand-alone</td>
<td></td>
<td>15,000, 1,500, 10</td>
</tr>
<tr>
<td>Georgia, Romania: similar to Ukraine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

An ‘?’ indicates information not available from published survey report or other documentation.

Source: Compiled from national reports on surveys of child labour.
**Table 2.** Child Labour Surveys: CLS-to-LCS. Examples of diverse structures

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Azerbaijan</td>
<td>2006</td>
<td>Modular</td>
<td>Linked</td>
<td>Sub-sample of areas and hhs with working children n=4,000 a=400 b=10 + special design for refugee children</td>
<td>Child labour (CL)</td>
</tr>
<tr>
<td>Portugal</td>
<td>1998</td>
<td>Stand-alone</td>
<td>Integrated</td>
<td>Children survey</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>1994</td>
<td>Combined</td>
<td>Integrated</td>
<td>CL</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>1999</td>
<td>Combined</td>
<td>Integrated</td>
<td>CL</td>
<td></td>
</tr>
<tr>
<td>Ukraine</td>
<td>1999</td>
<td>Combined</td>
<td>Integrated</td>
<td>Children survey</td>
<td></td>
</tr>
<tr>
<td>Bangladesh</td>
<td>2002-2003</td>
<td>Stand-alone</td>
<td>Integrated</td>
<td>CL + employers’ questionnaire</td>
<td></td>
</tr>
<tr>
<td>Cambodia</td>
<td>1996</td>
<td>Modular</td>
<td>Integrated</td>
<td>Children survey</td>
<td></td>
</tr>
<tr>
<td>Cambodia</td>
<td>2001</td>
<td>Stand-alone</td>
<td>Integrated</td>
<td>Children survey</td>
<td></td>
</tr>
<tr>
<td>Mongolia</td>
<td>2002-2003</td>
<td>Stand-alone</td>
<td>Integrated</td>
<td>Child activity survey</td>
<td></td>
</tr>
<tr>
<td>Nepal</td>
<td>1996</td>
<td>Modular</td>
<td>Integrated</td>
<td>CL</td>
<td></td>
</tr>
<tr>
<td>Pakistan</td>
<td>1996</td>
<td>Stand-alone</td>
<td>Linked</td>
<td>CL</td>
<td></td>
</tr>
<tr>
<td>Philippines</td>
<td>2001</td>
<td>Stand-alone</td>
<td>Linked</td>
<td>All households with labouring children (no subsampling) n=10,500 a=1,400 b=8</td>
<td>All households with labouring children (no subsampling)</td>
</tr>
<tr>
<td>Sri Lanka</td>
<td>1999</td>
<td>Stand-alone</td>
<td>Integrated</td>
<td>Child activity survey</td>
<td></td>
</tr>
<tr>
<td>Ethiopia</td>
<td>2001</td>
<td>Stand-alone</td>
<td>Integrated</td>
<td>CL + schooling</td>
<td></td>
</tr>
<tr>
<td>Ghana</td>
<td>2001</td>
<td>Stand-alone</td>
<td>Integrated</td>
<td>Child activity survey</td>
<td></td>
</tr>
<tr>
<td>Kenya</td>
<td>1998-1999</td>
<td>Modular</td>
<td>Integrated</td>
<td>CL</td>
<td></td>
</tr>
<tr>
<td>Namibia</td>
<td>1999</td>
<td>Stand-alone</td>
<td>Linked</td>
<td>CL</td>
<td></td>
</tr>
<tr>
<td>South Africa</td>
<td>1999</td>
<td>Stand-alone</td>
<td>Linked</td>
<td>Sub-sample of hhs with a labouring child (all areas taken)</td>
<td>CL</td>
</tr>
<tr>
<td>Tanzania</td>
<td>2000-2001</td>
<td>Modular</td>
<td>Integrated</td>
<td>CL</td>
<td></td>
</tr>
<tr>
<td>Uganda</td>
<td>2000-2001</td>
<td>Modular</td>
<td>Integrated</td>
<td>CL</td>
<td></td>
</tr>
<tr>
<td>Zambia</td>
<td>2000</td>
<td>Modular</td>
<td>Integrated</td>
<td>CL</td>
<td></td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>1999</td>
<td>Linked (IM-LFS)</td>
<td>Integrated</td>
<td>CL</td>
<td></td>
</tr>
<tr>
<td>Belize</td>
<td>2001</td>
<td>Stand-alone</td>
<td>Integrated</td>
<td>Children survey</td>
<td></td>
</tr>
<tr>
<td>Costa Rica</td>
<td>2003</td>
<td>Combined</td>
<td>integrated</td>
<td>Child activity survey</td>
<td></td>
</tr>
<tr>
<td>Honduras</td>
<td>2002</td>
<td>Modular</td>
<td>Linked</td>
<td>2 in 5 subsample of households from all sample areas n=3,600 a=1,800 b=2</td>
<td>Children survey</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>2000</td>
<td>Modular</td>
<td>Integrated</td>
<td>CL</td>
<td></td>
</tr>
<tr>
<td>Panama</td>
<td>2000</td>
<td>Stand-alone</td>
<td>Integrated</td>
<td>Children survey</td>
<td></td>
</tr>
<tr>
<td>Georgia, Romania: similar to Ukraine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Source:** Compiled from national reports on surveys of child labour.
6. Sample selection for a child labour survey (CLS)

This section describes some technical procedures for drawing the sample for a child labour survey (CLS) on the basis of the sample used for a larger survey of the general population, in particular the LFS.

6.1. The base survey (LFS)

In order to facilitate concrete discussion, we will assume the following design for the base survey. This is by far the most commonly used procedure for selecting population-based samples, especially in developing countries. It involves the selection of area units in one or more stages (often in only one stage) with probability proportional to a measure of population size of the area \( p_i \), and within each selected area, the selection of ultimate units with probability inversely proportional to the size measure. Below, summation \( \Sigma \) is over all areas in the population. Parameter \'a\' refers to the number of areas (strictly ‘ultimate area units’) selected. If the current size of the area exactly equals the size measure \( p_i \) used for its selection, then \( f \) is the constant selection probability for any ultimate unit, parameter \( b \) is the constant number of units selected from any sample area, and \( n = a \cdot b \) is the resulting sample size.

Selection probability for an area unit

\[
f_{i1} = \left( \frac{a}{\Sigma p_i} \right) p_i = \frac{p_i}{I}, \text{ say} \]  

Selection of ultimate units within selected area unit

\[
f_{2i} = \left( \frac{b}{p_i} \right) \]  

Overall selection probability of an ultimate unit

\[
f_i = f_{i1} \cdot f_{2i} = \left( \frac{b}{I} \right) = f, \text{ a constant.} \]  

We will also assume the commonly used procedure of selecting area units systematically with probability proportional to size measure \( p_i \) from a list ordered in some meaningful way (PPS sampling). The systematic selection interval is \( I = \Sigma p_i / a \), as defined above.
Dealing with very large and very small units

Special treatment is required in the selection of units of extreme (very large or very small) size. ‘Very large’ in the context of PPS sampling means a unit whose size measure exceeds the sampling interval, i.e. \( p_i > I \). Such units may be segmented (divided into smaller areas) such that no segment exceeds \( I \) in size. (The segmentation may be applied to all units in the frame prior to sample selection, or only to the selected units using some objective rule not dependent on which particular units happen to be selected.) An alternative (and generally recommended) procedure is to treat large units as automatically selected. In this case, the selection equations become \( f_{ii} = 1; \ f_{2i} = f \), the required overall constant rate. The sample size from the area is then proportional to its current size, \( b_i = f \cdot p_i \).

‘Very small’ in the context of PPS sampling means a unit whose size measure is smaller than the required sample-take, i.e. \( p_i < b \). Small units in the sampling frame may be grouped together (merged to form larger areas) such that no group is smaller than the required sample-take \( b \). (As above, the grouping may be applied to all units in the frame prior to sample selection, or only to the selected units using some objective rule independent of which particular units happen to be selected.) Two commonly used alternative procedures are the following.

1. Assigning small units a minimum size measure, \( p_i = b \) for the area selection, and taking into the sample all final stage units in each selected area. The selection equations become \( f_{ii} = (b/I) = f \), \( f_{2i} = 1 \). The original ultimate selection probabilities are retained unchanged, but, for a given sample size, the number of area units in the sample is increased. This can be inconvenient and expensive if there are too many small units in the frame.

2. Excluding the smallest among small areas, with appropriate compensation. The following method has proved useful in a number of child labour surveys; it is particularly useful when the population includes many units, each of them with only a few (or even no) ultimate units of interest – as may well be the case in child labour surveys. In outline, the procedure is as follows. Let \( \Sigma p_i \) be the total size measure of the set of ‘very small’ units to be sampled. The set of small units is ordered by unit size and divided into two parts. The first part is defined to consist of \( A = \Sigma p_i / b \) largest units in this small-unit set. The size measure of each unit in this subset is increased to \( b \), so that selection with interval \( I \) gives a sample of \( a = A \cdot b / I = \Sigma p_i / I \) area units. All ultimate units in each selected area are retained in the sample. The second part consists of the remaining smallest of the small-unit set, with size measures \( p_i < b \), say. For reasons of cost and practicality, these units are altogether excluded.
from the sample, even though this is not properly a probability sampling procedure. It can be shown that a compensation for this exclusion is obtained by increasing the weight given to each selected unit in the first part by the factor \( \left( \frac{b}{p_i} \right) \), where \( p_i \) is the original size measure of the unit concerned.

6.2. Common structure but different design parameters between LFS and CLS

While the size measure in the LFS is the general population (or the population in the working ages), for a CLS it is an appropriately defined population of children exposed to the risk of child labour. It is generally the case that these two populations are closely related in size – the average difference between them being primarily a scaling factor. As noted, these similarities in the basic structure of the samples have important implications in the choice of appropriate survey structure for the CLS.

The procedure for selecting sample areas can also be the same in so far as the relevant base population sizes for the two surveys are nearly proportional to each other. In particular, if selection with probability proportional to size \( p_i \) is suitable for the LFS, it is reasonable to assume that, for practical purposes, the same size measures \( p_i \) as used in the LFS for PPS selection of areas are also appropriate for the same purpose in the CLS.

Despite similarity in the structure and distribution of the population to be sampled, the CLS and LFS will typically differ in a number of design requirements and parameters. In many countries, the LFS is a well established, regular or even a continuous survey. The CLS is more likely to be a new or recently instituted survey, conducted at best periodically and often only on an ad hoc basis. The resources available for the CLS are likely to be more limited, and often less certain. Increasingly, the LFS is required to produce separate estimates for different regions and sub-populations in the country, and produce these more frequently such as annually or even quarterly, while in most cases the primary objective of the CLS still has to be, at the first instance, the production of national-level estimates from time to time. In short, the LFS may be seen as a large, extensive and regular survey, and by comparison the CLS as a smaller, more intensive and less frequent survey. Consequently, the two types of surveys differ in relation to the choice of design parameters such as survey timing and frequency, sample size, the number of areas selected for the sample and the related sample size per area, allocation of the sample across different domains in view of different reporting requirements in the two surveys, the details of the stratification, and in the ultimate units for which data are collected.
6.3. Selection of CLS sample from a base survey such as the LFS

This subsection considers the procedure for selecting the sample for CLS from the sample for a base survey, typically the LFS.

One extremely important practical point should be noted at the outset when a sample is obtained by sub-sampling from an existing sample: full details must be recorded not only of the sub-sampling procedures, but must also be available for the existing sample used for sub-sampling. Unfortunately one finds examples of surveys in which details on the design of the existing sample were either not properly documented or had not been preserved. The most critical piece of information concerns probabilities of selection applied in the original sample. If such details are not available for an existing sample, it is desirable to look for alternative sources for sub-sampling.

**Basic procedure**

We begin with the simplest situations: for a given domain, a reduced number of areas are to be retained for the CLS from a given sample of LFS areas. Assume that the LFS is based on the commonly used PPS design described in Section 6.1. Let this sample contain ‘a’ areas selected with probability proportional to a measure of area population size $p_i$. The objective is to select for the CLS a reduced number of areas, say $a' = ga$, $g < 1$, also with probability proportional to the same measure of size $p_i$. Given the common size measures, the procedure for sampling of areas from LFS to CLS is straightforward: select a sub-sample of LFS areas with a constant probability $g = a'/a$. Selection with a constant probability $g$ can be achieved simply by applying to the LFS sample areas the equal probability systematic sampling procedure with interval $k = 1/g$. The result for the CLS is a PPS sample of areas with probability proportional to the same population size measure $p_i$. The selection equations for the LFS and the CLS areas are:

\[
\text{LFS: } f_i = \left( \frac{a}{\Sigma p_i} \right) p_i = \frac{p_i}{I}, \text{ say, and CLS: } f'_i = \left( \frac{a'}{\Sigma p_i} \right) p_i = \left( \frac{a}{k \Sigma p_i} \right) p_i = \left( \frac{p_i}{k I} \right),
\]

where $\Sigma p_i$ is the sum of size measures for all areas in the population from which the LFS sample was selected.

This simple procedure involving subsampling of areas at a constant rate applies to any arbitrary choice of size measures $p_i$ provided that they are the same in the two samples.

**Dealing with ‘very large’ areas in sub-sampling**

Additional steps are involved in the sub-sampling procedure in dealing with areas in the original sample which were selected using special procedures because
they were considered to be too ‘small’ or too ‘large’ for the normal PPS procedure, in the sense described earlier.

We first consider very large units, i.e. units with \( p_i > \frac{1}{k} \). Assume that in the LFS such areas have been selected with \( f_{1i} = 1; \ f_{2i} = f \) (see Section 6.1). For the purpose of selecting a \( \left( \frac{1}{k} \right) \) sub-sample of these ‘self-representing’ LFS areas for the CLS, two groups among these need to be distinguished.

**Group 1**: \( p_i > \left( \frac{k}{1} \right) \). These are the largest units. All of these units must be retained in the CLS with probability \( =1 \), as in the LFS. At the final stage, ultimate units can be selected with the overall selection rate, say \( f' \), required for the CLS.

**Group 2**: \( 1 \leq p_i \leq \left( \frac{k}{1} \right) \). All these large units do not get selected into the CLS automatically, though that was the case in the LFS. For these units, a proper PPS sample of areas can be selected for the CLS with \( f'_{1i} = \left( \frac{p_i}{k} \right) \leq 1 \). For a self-weighting design with overall sampling rate \( f' \), the final stage selection probabilities would be \( f'_{2i} = \left( f'_{1i} \right) \).

**Dealing with ‘very small’ areas in sub-sampling**

The sub-sampling procedure becomes more complex when dealing with very small units. In a two-stage design, the procedure for handling very small areas in LFS-to-CLS sub-sampling depends on the details of the LFS sampling at both stages. For describing the sub-sampling procedure, we assume the LFS sample selected according to equations (1)–(3).

For the CLS, sub-sampling from the LFS involves two steps: selection of 1 in \( k \) sample areas, \( a' = \left( \frac{a}{k} \right) \), and then (an average or target) selection of an expected number \( b' \) of ultimate units per area included in the CLS, giving \( n' = a' b' \) as the CLS target sample size. Note that the two (LFS and CLS) samples may not necessarily overlap as concerns the ultimate units, though often they do and \( b' \leq b \). Also, both for the LFS and the CLS, these parameters may differ from one sampling domain or stratum to another. It is sufficient here to describe the procedure for one such domain.

The full selection equations for self-weighting CLS design, corresponding to (1)–(3), are:

**Selection probability for an area unit**

\[
f'_{1i} = \left( \frac{a'}{\sum p_i} \right) p_i = \frac{p_i}{k} = \frac{p_i}{I'}, \text{ say}
\]

**Selection of ultimate units within selected area**

\[
f'_{2i} = \left( \frac{b'}{p_i} \right)
\]
Overall selection probability of an ultimate unit

\[ f'_i = f'_{i1} f'_{2i} = \left( \frac{b'}{s} \right) = \left( \frac{1}{k} \frac{b'}{b} \right) f = f', \text{ a constant.} \tag{6} \]

The procedure for selecting for the CLS a sub-sample of very small LFS areas, i.e. areas with size measures \( p_i < b \), depends on how these areas were selected into the LFS sample itself. In addition, we have also to consider the relationship of the size measure \( p_i \) to the required sample-take \( b' \) in the CLS. Table 3 shows the selection equations for very small areas in CLS, corresponding to the two procedures for their treatment in the LFS described in Section 6.1, namely:

Procedure (1). Assigning small units a minimum size measure, \( p_i = b \) for the area selection, and taking into the sample all final units in each selected area.

Procedure (2). Excluding smallest of small areas, with appropriate compensation.

Table 3. Sub-sampling of LFS areas for the CLS

<table>
<thead>
<tr>
<th>Condition</th>
<th>LFS</th>
<th>CLS</th>
<th>( \frac{f'_i}{f_i} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very large areas</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>( p_i &gt; (k I) )</td>
<td>1</td>
<td>( \frac{b}{I} )</td>
</tr>
<tr>
<td>2</td>
<td>( I \leq p_i \leq (k I) )</td>
<td>1</td>
<td>( \frac{b}{I} )</td>
</tr>
<tr>
<td>Normal areas (majority of the areas)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>( b, b' \leq p_i &lt; I )</td>
<td>( \frac{p_i}{I} )</td>
<td>( \frac{b}{p_i} )</td>
</tr>
<tr>
<td>Very small areas – area selected in LFS using Procedure (1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>( b \leq p_i &lt; b' )</td>
<td>( \frac{p_i}{I} )</td>
<td>( \frac{b}{p_i} )</td>
</tr>
<tr>
<td>5</td>
<td>( b' \leq p_i &lt; b )</td>
<td>( \frac{b}{I} )</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>( p_i \leq b, b' )</td>
<td>( \frac{b}{I} )</td>
<td>1</td>
</tr>
<tr>
<td>Very small areas – difference from above if selected in LFS using Procedure (2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>( b_0, b' \leq p_i &lt; b )</td>
<td>as in case 5 above</td>
<td>( \frac{1}{k} )</td>
</tr>
<tr>
<td>6</td>
<td>( b_0 \leq p_i \leq b, b' )</td>
<td>as in case 6 above</td>
<td>( \frac{b'}{k p_i} )</td>
</tr>
<tr>
<td>7</td>
<td>( p_i &lt; b_0 )</td>
<td>areas not included in LFS or CLS sample</td>
<td>--</td>
</tr>
</tbody>
</table>

*Note that only one of the two cases, 4 and 5, can apply in any particular situation. See Section 6.1 last paragraph, for definition of \( b_0 \): units with size smaller than this limit were dropped from the LFS.*
6.4. Sample allocation and reporting domains

Apart from differences in the required sample size and clustering, the CLS may differ from the ‘parent’ LFS also in the requirements concerning sample allocation and stratification.

For instance, the LFS may be allocated disproportionately for the purpose of producing sub-national estimates with over-sampling of small regions or other reporting domains, while this may not be required for a CLS when it is based on a smaller sample aimed primarily at producing national-level estimates, or producing breakdowns only for a few major domains.

In any case, we can generally expect the CLS to have a smaller number of reporting domains than a bigger survey like the LFS; furthermore, the sampling rates in the CLS sample are often more uniform. Typically, the reporting domains for the CLS would be groupings of the LFS reporting domains – e.g. major regions of the country rather than individual provinces or districts. It is unlikely to have the situation in which the more detailed LFS domains cut across boundaries of the more aggregated CLS domains.

Significant differences in the required stratification are unlikely. Certain common stratification criteria, such as geographic location and degree of urbanisation, are commonly used in all types of household surveys. Often these are practically the only stratification criteria available. Where available, additional useful criteria (ethnicity, predominating occupation, literacy rate, mean level of income, etc., for the sample area) also tend to be similar for different social surveys. The CLS and LFS are likely to be even more similar in terms of stratification because of their shared or similar subject matter. Generally, differences in stratification requirements are likely to arise only in relation to differing requirements between the two surveys in terms of sample allocation.

7. Sample selection for labouring children survey (LCS)

7.1. The required sample structure

As noted, a critical issue of practical importance is whether the distinct CLS and LCS objectives can be satisfactorily met through a single integrated survey, or it is better to organise them as two separate – but nevertheless linked – operations. In the latter case, a related question is whether the two components can be based on the same sample of units, or the LCS should be a subsample of the CLS, smaller in size and possibly also with a different structure.

The main difference between the CLS and LCS concerning the sample structure is that in the former the primary focus was on the measurement of prevalence of child labour among the population of all children, and consequently that population formed the base for the design and selection of the CLS sample. The base for the LCS is the population of working children. Consequently, the
selection of LCS sample areas requires information on the number of labouring children in each area in the ‘frame’ from which the survey areas are to be selected. Such information is not normally available in general-purpose population-based frames. It is this reason that makes it necessary to select the LCS as a sub-sample of areas for which such information has been collected, such as sample areas from the larger CLS.

This section considers the procedure for selecting the sample for LCS from the sample for CLS as the base. For the development and exposition of the CLS-to-LCS sampling procedure, we will assume the basic sampling scheme for the CLS to be equations (4)–(6); actually for notational simplicity, we will use their equivalent, equations (1)–(3).

In a LCS, where the base population of interest is labouring children, an appropriate design will involve the selection of area units with probability proportional to the number of labouring children \(c_i\) in the area, and then the selection, within each selected area, of such children with probability inversely proportional to \(c_i\):

Selection probability for an area unit

\[
f'_{1i} = \left( \frac{a'}{\sum c_i} \right) c_i = \left( \frac{c_i}{I'} \right), \text{ say}
\]  

(7)

Selection of ultimate units within selected area

\[
f'_{2i} = \left( \frac{b'}{c_i} \right)
\]  

(8)

Overall selection probability of an ultimate unit

\[
f'_i = f'_{1i} f'_{2i} = \left( \frac{b'}{I'} \right) = f', \text{ a constant.}
\]  

(9)

This design differs from that of the CLS discussed earlier in a number of respects.

(1) The LCS design depends on the categories of children included in the target population – for example the definition of child work or labour used, or the specific types of child activities included. The measure of size \(c_i\) refers to the numbers of children in the categories of interest. These values cannot be assumed known for all areas in the population. It is assumed that these are obtained or estimated from a base survey (LFS, or more appropriately a CLS), but only for the areas enumerated in that survey. Hence the LCS must be confined to a sub-sample of areas in the first survey. Within common sample areas, the samples of ultimate units may of course be different or overlapping.
(2) The base population of labouring children is likely to be much more unevenly distributed over sample areas compared to the general population of children. A few areas may contain high concentrations, and many areas only very low numbers of working children.

(3) In particular, there may be many ‘zeros’, i.e. areas containing no labouring children of interest in the LCS. Problems such as the presence of extreme (‘very large’ or ‘very small’) areas, defined here in terms of the number of working children the area contains, are likely to be much more widespread than those in the CLS.

(4) The sample size of the LCS is likely to be (or at least should be in a good quality survey) much smaller because of its intensive nature.

7.2. Selection of area units

Given a sample of areas selected according to equations (1)–(3) in the base survey, how to obtain a sample of areas of the type described by (7)–(9) for the LCS? This can be achieved by selecting a sub-sample of areas from the first sample with PPS, the area measures of size for this sub-sampling being the ratio \( \frac{c_i}{p_i} \). This can be expressed as:

\[
g_i = a' \left( \frac{c_i / p_i}{\sum (c_i / p_i)} \right), \quad f'_{ii} = g_i \cdot f_{ii}
\]

where the sum is taken over all areas in the base (CLS or LFS) sample, as indicated by the subscript 's'; \( g_i \) is the probability of area \( i \) from the base sample being selected into the LCS; and \( a' \) is the number of areas to be selected for LCS. This with (1) gives:

\[
f'_{ii} = g_i \cdot f_{ii} = a' \left( \frac{c_i / p_i}{\sum (c_i / p_i)} \right) \left( \frac{a}{\Sigma p_i} \right) p_i = \left( \frac{a'}{k_s} \right) \frac{c_i}{\Sigma c_i}
\]

with \( k_s = \frac{\Sigma s (c_i / p_i) / a}{\Sigma c_i / \Sigma p_i} \) 

Hence sub-sampling procedure (10) results in a sample of areas selected with probabilities proportional to size measure \( c_i \), as required. In the above equation, \( \Sigma \) is the sum over areas in the population, \( \Sigma s \) is sum over areas in the base sample, and \( k_s \) is a constant determined by the population and base sample characteristics, independent of the LCS sample or particular area \( i \).

Note that if the LCS sample of \( a' \) cluster were selected directly from the population, with area selection probability proportional to the size measure \( c_i \) (a
function of the number of labouring children in the area), the selection equation would have been (7) instead of (11). Thus $k_s$ is a factor surmising the effect of selecting this sample ‘indirectly’, via the base survey. If $c_i$ is strictly proportionate to $p_i$ in all areas, it can be seen that $k_s = 1$. In fact factor $k_s$ is not known since $c_i$ values are not known for all areas in the population. It also depends on the particular sample which happens to be selected in the first survey – hence (11) does not provide the true selection probabilities in the sense of expected values over all possible base samples. Nevertheless, the value of this factor is expected to be close to 1.0, since its numerator and denominator both estimate average of the ratio $(c/p)$: the numerator is the average in the base sample of separate ratios $(c_i/p_i)$ while the denominator is the combined ratio $\Sigma c_i/\Sigma p_i$ of the same quantities in the population. In any case, this factor does not affect the relative probabilities of the area units selected into the final sample, since the factor is the same for all these units. The units are therefore selected with relative probabilities proportional to their size measures $c_i$.

7.3. Dealing with ‘very large’ and ‘very small’ areas

Units with extreme characteristics are likely to occur in the LCS more often than in surveys like the LFS or CLS. Care is required to ensure that correct selection probabilities are achieved for such units. Such problems concerning unit size of course also occur in selecting the base sample. However, these aspects for the base sample generally do not make the treatment of such cases in the LCS more complicated. This is because different sets of areas are involved as ‘extreme’ cases in the base and the LCS samples since the two use different types of size measures. Hence, generally the two sets can be dealt with separately.

Very large areas

In the context of sub-sampling from the base sample to obtain a sample of areas for the LCS, ‘very large’ actually refers not to the area population size but to the degree of concentration of child labour in it, i.e. to very high values of the ratio $(c_i/p_i)$. This is because this ratio is used as the size measure in (10). Very large are units for which this measure exceeds the sampling interval used in the selection of LCS areas from the base sample:

$$(c_i/p_i) \geq I_s \text{ where } I_s = \frac{1}{a} \Sigma_s (c_i/p_i).$$

These areas can be treated in the same way as in other cases described in previous sections. For instance, one may redefine any measure of size $(c_i/p_i) \geq I_s$ as $= I_s$, so that any such area in the first sample is taken into the
LCS sample with certainty. These areas thus retain the original probabilities of selection into the base sample unchanged for the LCS. As to the ultimate stage of selecting households or persons in these sample areas, the ultimate stage sampling rate \( f'_{2i} \) in equation (8) may be correspondingly adjusted so as to keep the required overall selection probability \( f' \) unchanged.

**Very small areas**

For large areas the PPS sampling procedure needed adjustment only because the size measure \( (c_i/p_i) \) exceeded the sampling interval \( I_s \). Therefore areas were identified as being large or not large on the bases of proportion \( (c_i/p_i) \) of working children among all children (or persons) in the area. By contrast, areas are defined as being ‘very small’ in terms of the number of ultimate units they possess or contribute to the sample, i.e. the expected absolute number of working children \( c_i \) in the area.

The presence of small \( c_i \) values has important practical consequences.

1. First of all, it should be emphasised that in the design described above of selecting areas from the base survey with probability proportional to \( (c_i/p_i) \), areas for which no working children have been reported in the base survey, \( (c_i = 0) \), are automatically excluded from the LCS sample. Formally, this of course is also true of areas with no population \( (p_i = 0) \) for the selection of the sample areas in the base sample with probability proportional to \( p_i \). But in practice the two situations are quite different. Areas with no population \( (p_i = 0) \) tend to be rare and of no interest to the survey in any case, but areas with no working children \( (c_i = 0) \) may be very common. Furthermore, the situation with respect to the later (working children) is likely to be much more changing compared to the situation with respect to the former (population). Hence the information on the presence or otherwise of working children in an area needs to be quite fresh.

2. Even when not exactly zero, very small values of \( c_i \) are much more likely to occur than small \( p_i \) values. This is because of the uneven distribution of child labour across sample areas. The practical question arises as to whether a lower bound should be put for automatic exclusion from the sample of areas with \( c_i \) values below that limit.

With ‘very small’ areas defined in terms of the size measure \( c_i \), small are the areas whose size measure is smaller than the required sample-take at the ultimate stage, i.e. \( c_i < b' \) in equation (8). Procedures for dealing with very small areas are similar to those described earlier. However, different procedures may be used
for the selection of households within sample areas; these procedures are probably more varied in labouring children surveys, compared to other, more general surveys of the population.

7.4. Obtaining sufficient sample size for the LCS

**Take-all sampling**

An obvious concern in LCS is to ensure that the required sample size of working children can be achieved in practice. This can be a problem if the prevalence of child labour is lower than what was assumed at the time of sample design, or if because of poor quality the previous survey missed a large proportion of units subject to child labour. When such problems exist, a ‘compact cluster’ or ‘take-all’ design can be an interesting option. In this design all relevant units (e.g. households with a working child) in a selected area are taken into the sample, possibly with an upper limit on the maximum number to be selected. Selection probabilities of ultimate units, as well as sample takes per area, will generally vary in such a design.

**Expanding the size of first sample areas**

It can happen that the type of areas originally selected in the base sample are generally too small to yield the required number of cases for the LCS. In such situations it may be necessary to consider whether some of the areas – perhaps those with high concentrations of labouring children, areas which are also likely to have such high concentrations in the neighbourhood – can be expanded in physical size to include additional neighbouring areas. One simple procedure is to group areas in the frame into exhaustive and non-overlapping larger areas. Each original smaller area selected brings into the sample the whole of the larger area it belongs to. In statistical terms, the resulting sample would be essentially equivalent to the selection of the larger units, with the probability of selection of such a unit equalling the sum of the selection probabilities of all the smaller units contained within it. Adaptive cluster sampling is another, more sophisticated approach which may be useful and feasible in certain circumstance.
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Introduction

International comparability has gained growing importance in education statistics. This also holds for the field of adult education and training. However, lack of data has been a serious deficiency for comparative research until recently. The present paper explores new opportunities based on the Adult Education Survey (AES).

The AES is a new component of the European Statistical Programme. The objective is to generate comparable information on participation in adult education and training across European countries. Based on a 2008 Framework Regulation of the Council of the European Union, the first Europe-wide AES will be conducted in 2011–2012 and then repeated every five years. On a voluntary basis a pilot AES was conducted in 29 countries in the period of 2006–2009, for convenience in the following referred to as ‘AES Pilot 2007’. An overview of

---

1 TNS Infratest Sozialforschung, Munich. Email: bmrosenbladt@t-online.de.
results based on 18 countries was published by Eurostat in May 2009 (Boateng 2009), and results for more countries were released subsequently.

While in most countries the AES is carried out by the national statistical office there are other arrangements in some countries. In Germany the Federal Ministry of Education and Research (BMBF), following an established line of national surveys on the subject, commissions the AES by tender as a research project. The German AES 2007, after intensive reporting on concepts and results at national level (Rosenbladt and Bilger 2008; Gnahn, Kuwan and Seidel 2008) included a follow-up study to take a closer look at AES results in a comparative perspective. As a starting point, the German AES team organized an AES International Workshop, 9–10 November 2009 in Berlin. A first version of the present paper served as input to that workshop, and a revised version was issued after the workshop (Rosenbladt 2009). The author wishes to thank all participants for stimulating contributions. Special thanks are given to the AES team of Eurostat which supported the work in general and by special tabulations of AES data.1 Responsibility for the analysis, of course, is fully the author’s.

1. Adult education statistics and comparative analysis –new opportunities, new challenges

1 Eurostat published a set of standard tables for 24 countries on its online portal in June 2009. In addition to that, a scientific use file of the data was made available. The present paper, however, is based exclusively on Eurostat tabulations of AES data.
such problems by elaborating comprehensive definitions and classifications. For the AES the respective basis is the Classification of Learning Activities (CLA) (Eurostat 2006). Still the question remains as to what the statistical indicators really measure and how useful the information is.

This is particularly relevant for international comparisons. In a national framework we often have some common understanding of what we are talking about. Cross-country comparisons are more difficult due to country-specific institutional settings, cultural patterns of learning behaviour, and language-specific terminology.

In the European Statistical System, data on adult education and training in the last decade were based on the European Labour Force Survey (LFS, annually) and its 2003 module on lifelong learning. Indicators for international comparison were derived from this data source, in particular the EU benchmark indicator on participation in lifelong learning (Commission of the European Union 2009). The latest EU Council document on objectives and indicators (“ET2020”) confirms that monitoring will continue to be based on the LFS-based indicator of participation in lifelong learning – but adding that “benefit can also be drawn from the information on adult participation in lifelong learning gathered by the Adult Education Survey” (Council of the European Union 2009, p.8). The OECD in its handbook of educational indicators used, for European countries, an LFS-based indicator on participation in job-related education and training (OECD 2005 and 2006) but switched to the new AES data base in its latest edition (OECD 2010, indicator A5).

The indicators used show large differences of the levels of participation in adult education and training across Europe. However, they provide little help in understanding and explaining these differences. Obviously then, it is not easy to draw policy conclusions.

The present paper argues that general indicators of participation in adult education and training must be complemented by more specific indicators revealing sectoral structures and behavioural or organizational patterns within the adult learning system. While the LFS as a general household survey cannot provide this, the AES as a subject-specific survey supplies more detailed information about the learning activities in which respondents participate. This can help to understand better “what is behind” a general level of participation.

One may use AES data in the same way as LFS data, providing an overall participation rate in adult education and training, and showing that countries as well as different groups of the population vary in regard to participation rates. In fact, this is what the latest OECD handbook of indicators does (OECD 2010). AES is thus introduced in the international statistical literature as a new data base for adult learning – though used in a traditional way.

Going beyond this, however, there is an innovative potential of the AES for comparative studies of adult learning. Its analytical advantage is that it provides more information about the dependent variable studied, that is, participation in adult learning. The present paper tries to set up a conceptual road map for using
AES data this way. The first part explores different kinds of indicators which can be used. The second part applies this to selected comparative issues in adult education and training.

We would like to add that statistical analysis as presented here can only be a first step, a basis for further debate. It must be supplemented by country-specific background knowledge about educational systems and traditions. National reporting and international comparative studies need linkages. Efforts to establish suitable frameworks or networks for this end should be supported.

In total, 29 countries have contributed data to the Pilot AES 2007. The analysis of the paper, however, will be confined to a short list of 16 countries (see table 1). This is adequate for the present objective, which is not to give a descriptive overview of European results, but to explore the analytical potential of the data for comparative studies. The list of selected countries is systematic insofar as it represents the full range of the main indicator, from the lowest to the highest level of participation in adult learning across Europe. From the Eastern European, formerly socialist countries, three are selected to represent the range of levels of participation: Hungary (lowest level), Slovakia (highest level) and Poland (medium level). Some countries are missing just because their data were not yet available at the time when the analysis was started. In the tables and figures, a European average (referred to as “EU”) is given which normally is the “total” figure provided by Eurostat for the 24 countries in the database at that time. Country figures are weighted by population size in constructing the EU average.

No methodological criteria were applied for selecting countries. Though we feel that there are methodological issues of comparability in regard to the Pilot AES 2007, this is not subject of the present paper. We provide, therefore, only the required minimum of methodological information.
Table 1. Selected countries for analysis AES Pilot 2007, net sample size (persons aged 25–64)

<table>
<thead>
<tr>
<th>Country</th>
<th>Net sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>4.675</td>
</tr>
<tr>
<td>Belgium</td>
<td>4.850</td>
</tr>
<tr>
<td>Finland</td>
<td>4.144</td>
</tr>
<tr>
<td>France</td>
<td>15.350</td>
</tr>
<tr>
<td>Germany</td>
<td>6.407</td>
</tr>
<tr>
<td>Greece</td>
<td>6.510</td>
</tr>
<tr>
<td>Hungary</td>
<td>7.494</td>
</tr>
<tr>
<td>Italy</td>
<td>27.848</td>
</tr>
<tr>
<td>Netherlands</td>
<td>3.326</td>
</tr>
<tr>
<td>Norway</td>
<td>3.018</td>
</tr>
<tr>
<td>Poland</td>
<td>24.817</td>
</tr>
<tr>
<td>Portugal</td>
<td>9.854</td>
</tr>
<tr>
<td>Slovakia</td>
<td>5.001</td>
</tr>
<tr>
<td>Spain</td>
<td>16.968</td>
</tr>
<tr>
<td>Sweden</td>
<td>3.632</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>3.528</td>
</tr>
<tr>
<td>EU 16 total (countries included)</td>
<td>151.009</td>
</tr>
<tr>
<td>EU 24 total (AES data available)</td>
<td>183.887</td>
</tr>
</tbody>
</table>

"EU" is used as abbreviation for "Europe", independent of membership in the European Union.

National AES surveys are population surveys using random sampling procedures according to country standards. The age range covered may have varied in original surveys but was standardized in the database to represent the population aged 25 to 64 years. National sample sizes in the AES Pilot 2007 differ a lot because some countries incorporated the AES programme in other surveys, such as the national LFS. In Italy, the AES was included in a larger survey of leisure and culture activities. In most countries, however, the AES was conducted as a stand-alone survey, interviewing one respondent per household. The interviewing method was face-to-face in most countries, but some used telephone or internet or a mix of methods.

There was a master questionnaire in English language which was to secure ex-ante harmonization of questionnaires, and a data checking program securing ex-post harmonization of variables. The level of achieved comparability may be lower than desirable, due to the pilot character of the survey, but it seems sufficient for substantial analysis being based on the data. For the first round of
official AES surveys in 2011–2012 the degree of methodological standardization will be somewhat higher. Based on the lessons learned from the Pilot, the AES 2007 standard questionnaire was revised for the next round of surveys. The line of argument presented in this paper, however, will still be valid for the improved official AES.

The comparative methodology applied in the following analysis is most straightforward. There are figures or tables for all selected variables studied. Countries are always ordered from the lowest to the highest level of participation in adult learning so that a kind of “correlation” between the respective variable and the overall level of participation can be visually assessed.

2. Participation in adult education and training – indicators for monitoring and analysis

2.1. Level of participation

The most common indicator of the level of participation in adult education and training is the “participation rate”. It indicates the percentage of the adult population participating in specific learning activities in a defined period of time.

There are three parameters in this definition which may vary: the learning activities covered, the adult population covered, and the reference period. In fact, the major international indicators used in the field differ in their combination of these parameters:

Table 2. Scope of the information covered by different indicators of participation

<table>
<thead>
<tr>
<th></th>
<th>EU benchmark</th>
<th>OECD /EAG 2005</th>
<th>AES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data base</strong></td>
<td>annual LFS</td>
<td>LFS Modul</td>
<td></td>
</tr>
<tr>
<td><strong>Range of learning activities covered</strong></td>
<td></td>
<td>LLL 2003</td>
<td>AES Pilot 2007</td>
</tr>
<tr>
<td>• Formal education (FED)</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>• Non-formal education (NFE)</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>- Job-related</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>- Non-job-related</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>• Informal learning</td>
<td>o</td>
<td>o</td>
<td>o</td>
</tr>
<tr>
<td><strong>Reference period</strong></td>
<td>4 weeks</td>
<td>12 months</td>
<td>12 months</td>
</tr>
<tr>
<td><strong>Adult population</strong></td>
<td>Population 25-64</td>
<td>Active population (labour force)</td>
<td>Population 25-64</td>
</tr>
</tbody>
</table>

EU benchmark and AES cover formal and non-formal education, job-related as well as non-job-related. The OECD indicator focuses on a specific segment, that is, job-related non-formal education. Informal learning is covered by two of the surveys (LLL 2003 and AES). However, there is some debate as to whether,
for conceptual as well as methodological reasons, it should be included in international indicators of adult learning. In this paper, therefore, we leave informal learning apart. The reference period of the indicators differs, which has substantial effects. Regarding the age range of the population, the choice of 25–64 is not theoretically grounded. In fact Eurostat now recommends the broader range of 18–64 (which is used in some countries, such as Germany), but this was not accepted as the general standard.

The core indicator for international comparison is “participation of the adult population (25–64) in formal or non-formal education”. Both EU benchmark and AES use it, though with different reference periods. OECD EAG 2010, as well, uses it as its main indicator in the respective field. We may call this the “overall indicator” of participation in adult learning. Figure 1 shows this indicator, based on AES data, for the 16 countries.1

**Figure 1.** The overall participation rate in adult learning

On average across Europe, 36% of the adult population have participated in some kind of formal or non-formal education in the 12 months period before the survey. However, Europe has by no means achieved common standards in this area. There are huge differences across countries, ranging from 9% participation in Hungary to 73% in Sweden. The general pattern is that Scandinavian countries are at the top; the former socialist countries tend to rank low (HU, PL), but there are remarkable exceptions (SK); Mediterranean countries are all below the European average. The other Western European countries form the medium group, ranging between EU average (FR) and clearly above average (NL, DE, UK).

1 Figures for all 24 countries are given in the Annex.
The overall indicator covers, as mentioned, both formal and non-formal education. These are normally quite distinct kinds of learning activity though the line between them may not be sharp in all cases, and national terminology may vary to some degree. This is an argument for using the overall indicator for international comparison. Yet one should be aware of the fact that different kinds of learning activities are put here in one basket. According to the Classification of Learning Activities (Eurostat 2006)

- formal education is defined as education provided in the system of schools, colleges, universities and other formal educational institutions and which normally constitutes a continuous "ladder" of full-time education for children and young people
- non-formal education is defined as an organised and sustained educational activity that may take place both within and outside educational institutions and cater to persons of all ages.

The AES questionnaire specifies the meaning of non-formal education by enumerating more concrete forms of learning activities such as courses, workshops and seminars, guided on-the-job training, private lessons and distance learning. Individual learning activities are identified according to these categories. In the course of the 12 months reference period, a person may have been involved in more than one learning activity. Those engaged in formal education may also report non-formal learning activities. Therefore, if participation rates for more specific categories of adult learning are summed up, the sum is higher than the overall participation rate.

Figure 2 shows specific, or disaggregated participation rates for formal and non-formal education. Considerably more adults participate in non-formal learning activities (EU average 33%) than in formal education (6%). This holds for all countries, but the relative weight of the two forms of learning varies. In some countries, enrolment in formal education is very low among adults (France 2%, Germany 5%). This means that the overall participation rate mainly reflects non-formal learning activities. By contrast, participation in formal education amounts to 15% in UK and 13% in Belgium. One would like to know what is behind these figures. Do they reflect real differences of the educational systems, or just different ways of classifying certain learning activities? Section 3.1 of this paper will explore this issue further.

Saying that one would like to know what is behind the figures applies even more to the non-formal learning activities. We know by definition that they cover courses, seminars, workshops, guided on-the-job training and private lessons. But, more exactly, what do people do – or do not do – under non-formal learning activities in different countries with different levels of participation – such as in Sweden (69%) or Finland (51%) or less in Germany (43%) or France (34%) or Poland (22%), and hardly any in Hungary (7%). Section 2.3 of this paper will explore this issue further.
Going back to the overall indicator of participation in adult learning, we can compare the two versions of it that co-exist now in the European Statistical System. One is the AES-based indicator used here as well as in the OECD handbook of educational indicators (OECD 2010), the other is the LFS-based indicator of “lifelong learning” in the EU benchmark system of educational objectives (Council of the European Union 2009; Commission of the European Communities 2009). The range of adult learning activities covered is roughly the same in the two indicators. They differ in (a) the reference period for reported learning activities, which is 12 months in the case of AES and 4 weeks for the EU benchmark, and (b) the data source, which is an issue-specific population survey in one case and a general household survey in the other.

The shorter reference period of the LFS indicator (EU benchmark) has two effects. Nearly by definition, one effect is a lower level of reported participation in adult learning: 9.5% (LFS) versus 36% (AES) of the adult population. Of course, statistical analysis may use one or the other reference period. As a measure of individual learning behaviour, however, the 36% rate of the AES seems to provide a more meaningful picture. It shows that substantial numbers of adults do engage in some organized learning activity at some time during a year. Non-learners in the short term perspective of the LFS may well be learners in a more extended time perspective.

Besides the level effect there is a structural effect. Formal education (FED) is normally a long-term activity, while non-formal learning activities (NFE) are often short-term and distributed over time (see section 2.2 for empirical
The longer the duration of the activity is, the longer the probability of an activity to come into sight in a short observation period rises. By consequence, FED activities have a higher probability of being represented in the LFS indicator than NFE activities. Prolonging the reference period to 12 months, as AES does, brings up the reported participation only moderately in FED, but much more so in NFE (see table 3). Partly this may also be caused by a more detailed specification of NFE activities in the AES. Consequently, the LFS indicator reflects relatively more the level of participation in FED, while the AES indicator reflects relatively more the level of participation in NFE.

Table 3. Components of the overall indicator: formal (FED) and non-formal education (NFE). Participation rates in %, EU average

<table>
<thead>
<tr>
<th></th>
<th>LFS</th>
<th>AES</th>
</tr>
</thead>
<tbody>
<tr>
<td>FED</td>
<td>3.1</td>
<td>6.3</td>
</tr>
<tr>
<td>NFE</td>
<td>7.2</td>
<td>32.7</td>
</tr>
<tr>
<td>Overall</td>
<td>9.9</td>
<td>36.0</td>
</tr>
</tbody>
</table>

Source for LFS: Commission of the European Communities (2007b), p. 81

Figure 3 compares the two indicators across the 16 countries. The general pattern of the EU benchmark is similar to the AES indicator, showing large differences within Europe. Participation rates range from 2% in Hungary to 32% in Sweden. The grey line in the chart marks the 12.5% line which was the EU target for 2010 (now substituted by a 15% target for 2020) (Council 2009). Most of the countries are far below the line.¹

¹ Exact figures are given in the Annex, showing the full list of countries with the latest available results.
Some countries score surprisingly low in the EU benchmark, compared to their relative position according to AES. This mainly holds for Germany, Slovakia, Belgium, Portugal and Greece. There must be measurement problems behind this (either in the AES or the LFS, or in both), which cannot be resolved here. It is clear, however, that diverging results such as these cause irritation, as they suggest different conclusions for policy-makers.

To illustrate the meaning of divergent results one may spell out the message of the two statistics for Germany. The EU benchmark would read, and in fact is read, as follows: “Lifelong learning is a key issue for a competitive, knowledge based economy and an inclusive society. Germany is a poorly developed country in this respect, and far from reaching the European targets. There is an urgent need of catching up with international standards in the field.” By contrast, AES results would read as follows: “In Germany, compared to other European countries, participation in adult education and training is quite well developed. Some countries, in particular the Scandinavian countries and UK, show higher levels of participation. This may encourage all actors involved to follow the government’s policy line of further increasing the participation in adult learning.”

The best way of dealing with divergent results of alternative indicators would be to disaggregate the overall participation rate in order to find out which segments of adult education and training are covered differently in the two sources. The problem is that LFS data do not include sufficient detail to show what is behind the overall indicator.
Finally we just mention the third international indicator of participation in adult learning which has gained importance, i.e. the LLL 2003 indicator as reported in the OECD handbook of educational indicators (OECD 2005). The Lifelong Learning module (LLL) of LFS 2003 is a kind of forerunner of AES, using the same classification of learning activities (formal, non-formal, informal) and a reference period of 12 months. The most prominent indicator derived from the data is the participation rate of adults (labour force) in job-related non-formal education. (See overview of indicators in the Appendix.) Results can be compared to those of an AES-based indicator defined correspondingly (OECD 2010, table A5.5). Levels of participation according to both indicators are nearly the same in some countries (e.g. Finland, UK) but diverge heavily in others. In particular Germany, Spain, Portugal and Italy score much lower using the LLL 2003 data compared to AES 2007 data. It seems that the LFS-based LLL module captured respondents’ learning activities of the past 12 months more successfully in some countries than in others. This may be regarded as statistical history. However, it is worth mentioning because recent comparative research literature on adult learning still refers to LLL 2003 as data source (e.g. Müller/Kogan 2010, p.264; O’Conell/Jungblut 2008, p. 112).

2.2. Volume of participation

The participation rate does not distinguish between longer or shorter learning activities. A student in a full-time educational programme of three years, covering all 12 months of the reference period, is counted in the same way as a person attending a seminar of three hours. This is an apparent weakness of the “participation rate” indicator.

Information on the duration or volume of learning activities may be used for two objectives. First, it is a fundamental aspect in descriptive terms. We need volume information in order to know what we are talking about. Second, individual cases of participation may be “weighted” by the time factor. The “volume of participation” may be regarded as a more comprehensive indicator of participation than the participation rate.

As a measure of volume, the AES uses “instruction hours”, that is, not the total time devoted to learning activities\(^1\). Instruction hours are the basic information, representing also a relevant organizational aspect of the supply side of adult education.

The number of instruction hours asked in the survey refer to single learning activities as described by the respondent. Starting from this, other indicators can be generated via aggregation. Relevant dimensions of volume are:

1. the duration of single learning activities (instruction hours)

\(^1\) The AES Pilot included, as a separate variable, information on preparatory time as well, but this was skipped for the AES 2011/12 and will not be considered here.
2. the number of learning activities an individual participates in within the reference period of 12 months
3. the cumulated annual instruction hours of individual respondents
4. the percentage of the population participating in adult learning within the reference period of 12 months (participation rate)
5. the aggregated volume of participation, that is, the number of instruction hours per head of the population (per capita).

Starting at the first level, table 4 shows the duration of single learning activities, with classes defined identically for formal and non-formal learning activities.

**Table 4.** Duration of learning activities (instruction hours) AES 2007, population 25–64, all-European sample, in %

<table>
<thead>
<tr>
<th>number of hours</th>
<th>NFE</th>
<th>FED</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-10</td>
<td>39</td>
<td>6</td>
</tr>
<tr>
<td>11-40</td>
<td>39</td>
<td>16</td>
</tr>
<tr>
<td>41-100</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td>101-200</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>201-500</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>500-800</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>801+</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>Total (valid cases)</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Item non-response rate (%)</td>
<td>5</td>
<td>21</td>
</tr>
</tbody>
</table>

Non-formal education and training (NFE), covering courses, seminars, workshops, on-the-job training and private lessons, is mostly of short duration. Nearly 40% of the reported learning activities are short activities of up to 10 hours, which will normally be a one day or two day activity at most. Another nearly 40% has a duration of 11 to 40 hours (the upper value meaning a week if organized full-time). But there are longer courses also: 22% above 40 instruction hours, 3% above 200 instructions hours. So there is a large range, but mostly we are talking here of short units of instruction.

By contrast, formal education programmes are more long-term. Certainly there a measurement problems here when the duration of participation is to be given in hours. In the questionnaire this may be broken up into weeks or months plus average hours per week. Yet there are a lot of missing values in the data.
Most FED activities are of medium or long duration. Nearly 80% are above the line of 40 instruction hours, and 25% are above 500 hours. More surprising are the short durations: 22% of the reported FED activities are in the range of up to 40 instruction hours, and 6% even in the range of up to 10 hours. This is to a large extent country-specific, indicating a non-uniform understanding of what kind of learning activities are “formal” (which will be explored further in section 3.1). Not surprisingly, the borderline between formal and non-formal education is empirically not as sharp as in the abstract definition. This may be an argument for using an overall indicator, including both forms of adult learning, in comparative studies across countries.

Returning to non-formal education, table 5 provides the detail of information required for analysing the volume dimension. For the European average, figures read as follows: One third of the population has participated in the past 12 months in some kind of non-formal learning activity. Those who did, report two different learning activities on average. The average duration of individual NFE activities is 35 instruction hours. For two activities in the 12 month period, this amounts to an annual average of 70 instruction hours per participant. Relating this to the total adult population, including non-participants in such learning activities, the aggregate volume of participation in non-formal education and training per capita is 23 hours.

The level of missing values varies considerably across countries. For NFE the range is between zero (DE, HU) and 23% (BE). For FED it is between 1% (PL) and about 30% (EL, BE, DE) or even 88% in France. The Netherlands did not provide any data for this variable. For the next AES, better data quality at this point should be strived for. This includes methods of imputation which can be used here. Imputation may have been used for AES 2007 in individual countries, but there is no detailed information on national procedures.
Table 5. Components of the volume dimension in non-formal education and training AES 2007, population 25–64

<table>
<thead>
<tr>
<th></th>
<th>(1) Participation rate NFE %</th>
<th>(2) Average number of activities</th>
<th>(3) Average hours per activity</th>
<th>(4)=(2)*(3) annual hours per participant</th>
<th>(5)=(4)*(1) annual volume (hours) per capita</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU</td>
<td>33</td>
<td>2,0</td>
<td>35</td>
<td>70</td>
<td>23</td>
</tr>
<tr>
<td>HU</td>
<td>7</td>
<td>1,2</td>
<td>95</td>
<td>111</td>
<td>8</td>
</tr>
<tr>
<td>EL</td>
<td>13</td>
<td>1,3</td>
<td>65</td>
<td>86</td>
<td>11</td>
</tr>
<tr>
<td>PL</td>
<td>19</td>
<td>1,5</td>
<td>54</td>
<td>82</td>
<td>15</td>
</tr>
<tr>
<td>IT</td>
<td>20</td>
<td>3,4</td>
<td>14</td>
<td>48</td>
<td>10</td>
</tr>
<tr>
<td>PT</td>
<td>23</td>
<td>1,5</td>
<td>61</td>
<td>93</td>
<td>21</td>
</tr>
<tr>
<td>ES</td>
<td>27</td>
<td>1,5</td>
<td>74</td>
<td>112</td>
<td>30</td>
</tr>
<tr>
<td>BE</td>
<td>34</td>
<td>2,2</td>
<td>52</td>
<td>114</td>
<td>38</td>
</tr>
<tr>
<td>FR</td>
<td>34</td>
<td>2,3</td>
<td>25</td>
<td>57</td>
<td>19</td>
</tr>
<tr>
<td>AT</td>
<td>40</td>
<td>1,9</td>
<td>49</td>
<td>92</td>
<td>37</td>
</tr>
<tr>
<td>UK</td>
<td>40</td>
<td>1,6</td>
<td>30</td>
<td>48</td>
<td>19</td>
</tr>
<tr>
<td>SK</td>
<td>41</td>
<td>1,8</td>
<td>33</td>
<td>58</td>
<td>24</td>
</tr>
<tr>
<td>NL</td>
<td>42</td>
<td>2,1</td>
<td>28</td>
<td>59</td>
<td>25</td>
</tr>
<tr>
<td>DE</td>
<td>43</td>
<td>2,0</td>
<td>39</td>
<td>76</td>
<td>33</td>
</tr>
<tr>
<td>NO</td>
<td>51</td>
<td>2,7</td>
<td>29</td>
<td>78</td>
<td>39</td>
</tr>
<tr>
<td>FI</td>
<td>51</td>
<td>2,2</td>
<td>43</td>
<td>95</td>
<td>49</td>
</tr>
<tr>
<td>SE</td>
<td>69</td>
<td>3,1</td>
<td>24</td>
<td>73</td>
<td>51</td>
</tr>
</tbody>
</table>

Countries are ranked here according to their participation rate in NFE (column 1).

Country variations show the following patterns:

- The higher the country’s participation rate in non-formal adult learning (column 1), the higher tends to be the reported average number of learning activities per participant within the past year (column 2). Hungary has the lowest participation rate (7%) and the lowest number of reported activities per participant (1.2). At the other end, Sweden has the highest participation rate (69%) and at the same time a very high average number of learning activities (3.1 per participant). One exception is Italy which has a relatively low participation rate but the highest number of reported learning activities (3.4 per participant).

- The more learning activities are reported (column 2), the shorter tends to be the duration of the single learning activity (column 3). Hungary has the longest average duration (95 hours), whereas Sweden (24 hours) and Italy (14 hours) have the shortest.
• This means, by and large, that an increasing level of participation in non-formal education is not just “more of the same”. It goes along with a tendency to have more but shorter learning activities.

• Because of the inverse relationship between frequency and duration of learning activities, the cumulated annual instruction hours of participants (column 4) show no clear correlation with the country’s level of participation.

• The aggregate volume of participation in terms of instruction hours per head of the population (column 5) is determined by the amount of time devoted to learning activities as well as the participation rate among the population. The latter tends to be the strongest determinant. Therefore, the ranking of countries based on the volume indicator is similar to that based on the participation rate (column 1). At the lower end there is Hungary with 8 hours of non-formal learning annually per head of the population. At the upper end there is Sweden with 51 hours. However, for some countries the time dimension changes their comparative position.

• UK is an interesting case in this respect. UK seems to spread the overall volume of non-formal education and training to a high number of people, but with a relatively low intensity as measured in terms of instruction time. The participation rate is high, but the aggregate volume of participation is below the European average.

• On the other hand, there are countries like Belgium, Austria and Spain. Based on the participation rate they rank at a medium level of participation in non-formal education and training. However, due to relatively long instruction time per participant, they score clearly above the European average in regard to the aggregate volume of non-formal adult learning.

Similarly, one can analyse the volume dimension of formal education (FED). The European average figures read as follows (table 6):

• Among adults of 25–64 years 6% have participated in some programme of formal education during the past 12 months (column 1). The average number of instruction hours falling in this period is 382 hours (column 2). Assuming a weekly duration of 30 hours this would amount to three months.

• Calculated per head of the population the aggregate volume of participation in formal education is 24 hours (column 3). This is about the same volume as for non-formal education where it is 23 hours. The composition of the overall volume, however, is different in the two sectors: In FED the volume is made up of few participants with a long duration of learning activities, in NFE it is made up of many participants with a short duration of learning activities.
Table 6. Components of the volume dimension in formal education (FED) AES 2007, population 25–64

<table>
<thead>
<tr>
<th>Country</th>
<th>Participation Rate %</th>
<th>Annual Instruction: Hours per Participant</th>
<th>Annual Volume: Hours per Capita</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU</td>
<td>6</td>
<td>382</td>
<td>24</td>
</tr>
<tr>
<td>FR</td>
<td>2</td>
<td>339</td>
<td>6</td>
</tr>
<tr>
<td>EL</td>
<td>3</td>
<td>405</td>
<td>9</td>
</tr>
<tr>
<td>HU</td>
<td>4</td>
<td>487</td>
<td>12</td>
</tr>
<tr>
<td>AT</td>
<td>5</td>
<td>532</td>
<td>22</td>
</tr>
<tr>
<td>IT</td>
<td>6</td>
<td>367</td>
<td>16</td>
</tr>
<tr>
<td>DE</td>
<td>7</td>
<td>905</td>
<td>47</td>
</tr>
<tr>
<td>PL</td>
<td>8</td>
<td>420</td>
<td>23</td>
</tr>
<tr>
<td>ES</td>
<td>9</td>
<td>413</td>
<td>25</td>
</tr>
<tr>
<td>SK</td>
<td>10</td>
<td>326</td>
<td>20</td>
</tr>
<tr>
<td>PT</td>
<td>11</td>
<td>543</td>
<td>35</td>
</tr>
<tr>
<td>NL</td>
<td>12</td>
<td>:</td>
<td>:</td>
</tr>
<tr>
<td>NO</td>
<td>13</td>
<td>379</td>
<td>38</td>
</tr>
<tr>
<td>FI</td>
<td>14</td>
<td>399</td>
<td>41</td>
</tr>
<tr>
<td>BE</td>
<td>15</td>
<td>230</td>
<td>29</td>
</tr>
<tr>
<td>SE</td>
<td>16</td>
<td>515</td>
<td>65</td>
</tr>
<tr>
<td>UK</td>
<td>17</td>
<td>121</td>
<td>18</td>
</tr>
</tbody>
</table>

Countries are ranked here according to their participation rate in FED (column 1).

Country variations show the following patterns:

- There is no clear correlation between the participation rate in formal education (column 1) and duration in terms of instruction hours (column 2).
- At the lower end, with short durations, there is the UK again with annual instruction hours of 121 hours per participant. This is a surprisingly short duration which some other countries (ES, BE) show for non-formal learning activities.
- At the upper end there is Germany with 905 instruction hours on average. Assuming a weekly duration of 30 hours, this amounts to about seven months, which is not unrealistic if most participants are full-time students in long-term educational programmes.
- The aggregate annual volume of formal education (column 3) varies from 6 hours per head of the population in France up to 65 hours in Sweden. The contrast between Sweden and UK is interesting: the two represent equally high levels of participation, but the average duration of programme participation is much longer in Sweden than in the UK.
The aggregate volumes of formal and of non-formal education may be summed up to form one overall indicator of the volume of participation in adult learning. It is true that, when putting formal and non-formal education in one basket, we mix things which mostly are quite different. Yet the overall volume indicator seems meaningful, representing the total amount of instruction time for adult learning activities, formal and non-formal. Figure 4 shows the aggregate indicator with its two components (FED and NFE) across countries. Countries are ranked according to the overall participation rate.

**Figure 4.** Aggregate volume of formal and non-formal education (FED/NFE): annual instruction hours per head of the population (25–64)

The European average of the overall volume of participation in adult learning is 47 hours per head annually. Country variations range from 20 hours (HU, EL) up to 116 hours (SE). The position of countries in the comparative ranking is by and large similar to the picture we know from the overall participation rate (figure 1). However, some countries rank much lower if the time dimension is included (IT, FR, SK, UK).

For international comparative studies, volume based indicators of participation in adult learning may be attractive because they incorporate more information than just the number of people involved.

In policy terms, one may ask whether 47 hours of adult learning is a satisfying volume. Related to the volume of annual working hours, for instance, the amount of time invested in learning activities is still marginal. It is true that simple quantitative measures such as these are not sufficient for evaluating lifelong learning and skill formation in modern societies (for a broader discussion see Müller and Jakob 2008). However, comparative research needs some simple
measures. Adding the time dimension to statistical indicators of participation in adult learning would at least bring in the aspect of intensity of learning – one step towards including quality issues in the debate.

2.3. Profiles of participation

Overall indicators of participation in adult learning – referring to participation rates or volume – are quantitative measures in the sense of higher or lower, more or less. Countries are located at a specific point on a scale which is interpreted as a continuum from poor to excellent.

This is an important item of information. When trying to understand the countries’ adult education system, however, we must look for more qualitative information. This is often derived from other types of policy studies. The present paper argues that a database such as the AES has a potential for more qualitative information in itself. The comparative analysis can reveal “profiles of participation” in individual countries. The more we know about such profiles, the more we can evaluate the significance of the different levels of participation observed.

Profiles can be explored regarding different aspects or dimensions of adult learning. To illustrate the concept, we are selecting three aspects which are relevant in terms of policy options:

1. Time-related profiles (patterns of intensity)
2. Sector-related profiles (patterns of institutional structure)
3. Group-related profiles (patterns of social inequality)

The first of these profiles builds on the analysis of the preceding section regarding the volume of participation. We will only briefly take up some thoughts here.

The second profile builds on a typology of adult education and training specifying the main sub-sectors. We will briefly present the typology here. Sections 3.1 (role of formal education) and 3.2 (role of enterprises) will look more closely into selected types or sectors.

The third profile refers to the fact that we observe very different levels of participation in adult learning not only across countries, but also across groups of the population within countries. Age groups will be examined in the present section, while section 3.3 will look at the importance of educational background.

We are discussing the three aspects separately. In fact they may be interrelated. This would have to be explored in more elaborated studies.

**Time-related profiles (patterns of intensity)**

A certain volume of adult education and training can be distributed over the population in different ways: either relatively few persons are involved in time-intensive studies, or many persons take part in shorter learning activities. This is a two-dimensional perspective, considering the number of persons involved
(participation rate) and the amount of time devoted to learning activities by participants. Constructing a simple typology leads to four possibilities:

<table>
<thead>
<tr>
<th>Participation rate</th>
<th>Invested time</th>
</tr>
</thead>
<tbody>
<tr>
<td>low</td>
<td>short: A</td>
</tr>
<tr>
<td></td>
<td>long: B</td>
</tr>
<tr>
<td>high</td>
<td>short: C</td>
</tr>
<tr>
<td></td>
<td>long: D</td>
</tr>
</tbody>
</table>

Tables 5 and 6 above have shown examples of all four combinations. In countries with low levels of participation there is a tendency towards type B. Distinct cases are Hungary in regard to non-formal education (NFE) and Germany in regard to formal education (FED). However, there are also cases of type A: France in regard to FED, and Italy in regard to NFE. The UK was already identified as a distinct case of type C (in FED as well as NFE). The Scandinavian countries tend towards type D, with most pronounced values in Sweden. It should not be precluded, however, that some of the observed differences across countries may have been affected by non-uniform measurement and classification.

It is evident that adult education policies in a country cannot just switch from one type to the other. In principle, however, the time-related patterns can be viewed as options for policy directions.¹

The most advanced country in terms of participation rates in adult learning is Sweden. Figures tell that it is quite normal for an adult to engage in some course or seminar. The individual learning activities are fairly brief units of instruction, but participants attend several of them in the course of a year. This is a pattern one may call “the normality of lifelong learning”.

**Sector-related profiles (patterns of institutional structure)**

The adult education system is more heterogeneous than other fields of the educational system, say schools or higher education. Often it is not even perceived as one policy field, and political competences may be split for different sub-sectors such as vocational training and general interest education for adults. There is a multitude of actors and providers in the field. Transparency is often low, even at national level. Across countries, the picture will be even more heterogeneous.

¹ For example, as noted by Steve Leman, “Turning to the policy aspect: is UK practice an optimal situation – spreading the resources widely so that more people benefit? Or is it a poor use of resources – not enabling individuals to make significant advances in their knowledge and skills? What can we learn from other countries’ experience?” (Leman 2009, p.2).
The conclusion drawn from this could be to refrain from any attempt to structure the field, apart from distinguishing between formal and non-formal education. On the other hand, this would mean we do not know a lot when saying that country X has a certain participation rate. Participation in what? And is the spectrum of learning activities behind the participation rate the same in country X and country Y? Or are we comparing apples and oranges? This is a question in all comparative studies, but certainly it seriously applies to adult education.

We therefore need some empirically feasible structuring of the field. Criteria for defining sub-sectors should reflect institutional structures, as far as possible. Our proposal for a sector typology is shown in table 7.

Table 7. Sector typology of adult learning

<table>
<thead>
<tr>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>All learning activities (FED and NFE)</td>
<td>Formal education (FED)</td>
<td>Sector 1: FED below tertiary level</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sector 2: FED at tertiary level</td>
</tr>
<tr>
<td></td>
<td>Non-formal education (NFE)</td>
<td>Sector 3: Employer-sponsored training</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sector 4: Other job-related training (off-the-job)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sector 5: Other adult education (general interest)</td>
</tr>
</tbody>
</table>

The typology maintains the basic distinction between formal and non-formal education (level 2). It is true that the two forms of learning as introduced in the international Classification of Learning Activities (CLA) are originally not meant to define “sectors” of the adult education system. Yet the distinction between the two forms is mainly based on institutional criteria, and one may well regard formal and non-formal education as two sectors within the adult education system (keeping in mind that formal education is mainly targeted to younger age groups). For the next level of disaggregation (level 3) criteria must be sought in the data set so that operational definitions can be made.

In formal education, sub-sectors can be defined according to the level of educational programmes. For the age group studied here it is sufficient to distinguish two levels: below tertiary (“sector 1”) and tertiary or higher education (“sector 2”).

1 Alternatively, one could distinguish between vocational and non-vocational programmes. This variable, however, is not available in the Pilot AES.
In non-formal education, the main requirement is to identify company-based or employer-sponsored training (“sector 3”). Criteria are whether the learning activity takes place during paid working time or the employer pays for it in another way (discussed more closely in section 3.2). The remaining non-formal activities are sub-divided according to the criterion of being job-related or not. The distinction is based on the subjective view of the respondent – whether the reasons for participating are “mainly job-related” or “mainly personal, non-job-related”. It must be underlined that this does not necessarily correspond to the distinction of “vocational training” versus “general adult education”. Off-the-job but job-related training is “sector 4”, all other adult education (general interest) is “sector 5”.

The overall participation rate in adult learning can be disaggregated to show participation rates in individual sectors. Table 8 provides the numbers. The sum of the sector-related participation rates at EU level is 43%, that is, it is higher than the overall participation rate of 36%. The reason is that individual respondents, in the course of 12 months, may participate in more than one learning activity, and different activities may fall in different sectors.¹

¹ This is an aspect of the methodological design which has important implications for data analysis. In the Pilot AES 2007, the general rule was that respondents describe up to three non-formal learning activities in detail. If they reported more than three activities, the selection of three activities was made at random. This affects the results concerning a disaggregated participation rate. This measure can be calculated only for the set of activities which are described in detail. If a respondent has reported more activities than described, one cannot say reliably whether he or she participated in a certain sub-sector. Therefore, the calculated participation rates for sub-sectors represent minimum values. This problem gets more serious if less than three activities are described in detail. Unfortunately, in the AES Pilot, there were national surveys describing only one activity in detail (FR, IT, UK). For the next round of AES surveys in 2011–2012 the rule is that a minimum of two activities (if reported) must be described.
Table 8. Participation rate in adult learning, disaggregated according to sectors AES 2007, population 25–64, in %

<table>
<thead>
<tr>
<th></th>
<th>total FED/NFE</th>
<th>FED sector 1</th>
<th>FED sector 2</th>
<th>NFE sector 3</th>
<th>NFE sector 4</th>
<th>NFE sector 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>below tertiary</td>
<td>tertiary</td>
<td>employer sponsored</td>
<td>other job-rel. training</td>
<td>general interest</td>
</tr>
<tr>
<td>EU</td>
<td>36</td>
<td>2</td>
<td>4</td>
<td>23</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>HU</td>
<td>9</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>EL</td>
<td>15</td>
<td>0</td>
<td>2</td>
<td>7</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>PL</td>
<td>22</td>
<td>1</td>
<td>5</td>
<td>16</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>IT</td>
<td>22</td>
<td>1</td>
<td>3</td>
<td>10</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>PT</td>
<td>27</td>
<td>3</td>
<td>4</td>
<td>18</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>ES</td>
<td>31</td>
<td>2</td>
<td>4</td>
<td>15</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>FR</td>
<td>35</td>
<td>0</td>
<td>1</td>
<td>23</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>BE</td>
<td>41</td>
<td>7</td>
<td>6</td>
<td>26</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>AT</td>
<td>42</td>
<td>1</td>
<td>4</td>
<td>27</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>SK</td>
<td>44</td>
<td>0</td>
<td>6</td>
<td>37</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>NL</td>
<td>45</td>
<td>2</td>
<td>4</td>
<td>34</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>DE</td>
<td>45</td>
<td>2</td>
<td>3</td>
<td>31</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>UK</td>
<td>49</td>
<td>9</td>
<td>6</td>
<td>26</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>NO</td>
<td>55</td>
<td>3</td>
<td>7</td>
<td>45</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>FI</td>
<td>55</td>
<td>4</td>
<td>7</td>
<td>38</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>SE</td>
<td>73</td>
<td>7</td>
<td>6</td>
<td>59</td>
<td>7</td>
<td>24</td>
</tr>
</tbody>
</table>

Results of the sector-related disaggregation may be summarized as follows:

1. Employer-sponsored or company-based training (sector 3) is by far the largest sector. At EU level, 23% of the population take part in such training within the 12 month reference period. Participation rates in all other sectors are much lower. As regards country variations, the sector of company-based or employer-sponsored training shows the largest range across countries, from 4% participation in Hungary up to 59% in Sweden. It is this sector which determines most strongly the overall participation rate in adult education. The conclusion is that, when we are looking for core issues of adult education in a comparative perspective, we have to explore the role of the employer- or company-based sector. Section 3.2 of this paper will take up this subject.

2. Within this overall pattern, countries have their individual profiles. For instance:
   - Regarding formal education, in most countries adult education is mainly located at tertiary level. In some countries, however, the focus is more on the below-tertiary level (UK, BE, SE).
• Regarding non-formal education, participation in off-the-job training (sector 4) is below 10% in most countries. In some countries, however, this sector plays a larger role (DE, AT, FI).
• The sector of non-job-related, general interest education (sector 5) has a very different size across countries, ranging from a participation level of 1% in Hungary up to 17% in Finland and 24% in Sweden.

The sector typology provides relevant information on what is behind the overall participation rate in adult education. Knowing a country’s sector profile contributes to a more profound understanding of its comparative position.

**Group-related profiles (patterns of social inequality)**

Disaggregating the participation rate in adult education by groups of the population is the most common line of analysis. A lot of studies show that there are differential participation rates in adult learning according to social characteristics of the respondents. For instance, Eurostat standard tables on AES results, as published on the Eurostat portal, comprise breakdowns of participation rates (for FED, for NFE and for FED/NFE) by sex, by age groups, by education attained, by labour status, by occupation and by degree of urbanisation. Other breakdowns can be found in the OECD handbook of educational indicators (OECD 2010).

When studying the comparative tables, the first impression is that general patterns are fairly similar across countries. However, for two reasons this needs a second look:
• Descriptive figures at group level may be misleading because of underlying factors. A common example is the participation of men and woman, or of different age groups, in adult learning. The “real” explaining factors of group differences must be explored, e.g. by further disaggregating the figures or by multivariate analysis.
• The pattern of group-related differences may be similar across countries, but the magnitude of difference may vary. If we regard group differences of access to adult education as a form of social inequality, the magnitude of differences is a measure of the degree of inequality.

We focus on the second aspect. The relevance of educational will be explored later in section 3.3. Here we take a look at age groups. Age is an important dimension because it directly relates to the “lifelong” in lifelong learning. To what extent can we identify patterns of participation across countries in this aspect?

Table 9 provides the figures. Countries are ranked, again, according to their overall participation rate in adult education (FED and/or NFE). Participation rates of age groups are shown in their relative position in regard to the country’s total. At EU level, the younger age group (25–34 years) has a score of 1.26, that is, the overall participation rate of the group is 26% higher than that of the total population. The middle age group is near the average at large. The elder group
The age group (55–64) has a score of 0.60, meaning that its participation level is 60% of the total population average.

In all countries the participation level of the elderly is lower than that of the total population. However, their relative position varies considerably across countries, in a range of 0.28 in Hungary to 0.83 in Sweden. The relative position of the youngest age groups varies inversely. Adult learning in Hungary is strongly concentrated on early stages of adult biographies, while in Sweden it is maintained at a relative stable level over the (working) life course.

It would need more in-depth studies to analyse background factors, such as the employment rate of the elderly in the respective countries. For the present paper we just note that there is a clear relationship of the age-group related pattern with the overall level of participation in adult learning. The higher the overall participation rate, the more equal is the distribution of participation across age groups. One may take this as another aspect of what we have called “the normality of lifelong learning”.

**Table 9.** Relative participation rate of age groups in adult learning (FED/NFE) AES 2007, population 25–64

<table>
<thead>
<tr>
<th>Country</th>
<th>Participation rate (%)</th>
<th>Relative participation rate (index, total = 100)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Age 25–34</td>
</tr>
<tr>
<td>EU</td>
<td>33</td>
<td>1.26</td>
</tr>
<tr>
<td>HU</td>
<td>7</td>
<td>1.76</td>
</tr>
<tr>
<td>EL</td>
<td>13</td>
<td>1.57</td>
</tr>
<tr>
<td>PL</td>
<td>19</td>
<td>1.56</td>
</tr>
<tr>
<td>IT</td>
<td>20</td>
<td>1.37</td>
</tr>
<tr>
<td>PT</td>
<td>23</td>
<td>1.52</td>
</tr>
<tr>
<td>ES</td>
<td>27</td>
<td>1.28</td>
</tr>
<tr>
<td>BE</td>
<td>34</td>
<td>1.37</td>
</tr>
<tr>
<td>FR</td>
<td>34</td>
<td>1.39</td>
</tr>
<tr>
<td>AT</td>
<td>40</td>
<td>1.12</td>
</tr>
<tr>
<td>UK</td>
<td>40</td>
<td>1.16</td>
</tr>
<tr>
<td>SK</td>
<td>41</td>
<td>1.34</td>
</tr>
<tr>
<td>NL</td>
<td>42</td>
<td>1.17</td>
</tr>
<tr>
<td>DE</td>
<td>43</td>
<td>1.19</td>
</tr>
<tr>
<td>NO</td>
<td>51</td>
<td>1.19</td>
</tr>
<tr>
<td>FI</td>
<td>51</td>
<td>1.20</td>
</tr>
<tr>
<td>SE</td>
<td>69</td>
<td>1.10</td>
</tr>
</tbody>
</table>
3. Comparative issues in adult education and training

The set of indicators described in previous sections is a kind of tool kit which can be applied to the comparative analysis of more specific issues in adult education and training. “Comparative issues” as discussed here relate to aspects or sub-sectors of the overall field of adult learning which appear to be crucial for identifying what exactly is different in particular countries. This is the prerequisite for evaluating different levels of participation, and to ask what kind of policy conclusions may be drawn from the figures.

Naturally a multitude of comparative issues can be defined. We are selecting three for more in-depth discussion here, building on starting points provided above: (1) the role of formal education in adult learning, (2) the role of enterprises in adult education and training, and (3) social inclusion – participation of the lower educated in adult education and training.

3.1. Comparative issue (1): the role of formal education in adult learning

According to the AES Manual, following the UNESCO Manual for statistics on non-formal education, a learning activity is considered to be formal when upon its completion it leads to a learning achievement (qualification or award) that can be positioned to the National Framework of Qualification (NFQ). By and large, this means enrolment in regular institutions of the educational system, such as schools, colleges, universities or (in some countries) apprenticeships.

The overall participation rate in formal and non-formal adult education mainly reflects the non-formal part of the spectrum. Enrolment in formal education is relatively rare in the age group of 25–64. The interesting point is, however, that there is considerable variation across countries in this respect (see figure 2 above and table 10 below).

The average participation rate in formal education (FED), using a reference period of 12 months, is 6%. Participation rates in individual countries range from below 2% in France or Greece up to 15% in the UK. Other countries with participation rates above average are Belgium and Sweden (12–13%) as well as Norway and Finland (10%). Such figures are surprising, looked at from the perspective of countries at the lower end, including Austria or Germany, where the level of participation in formal education among adults is reported to be much lower (about 4–5%).

AES data provide additional information, or FED profiles, put together in table 10. The first aspect is the age distribution of participation in FED programmes. Table 10 presents this in the form of relative participation rates (like in table 9).

Not surprising, participation in formal education is mainly found in the lower age group of the 25–34 years old respondents, but it also occurs in the middle and even in the higher age group. In the lower age group it may partly be the final stage
of “initial education”, e.g. for university students. Higher participation rates in this age group might indicate ineffective organisation of tertiary education, instead of continued learning in adulthood. Unfortunately, the comparative AES data do not include information on this crucial distinction. The German AES 2007 showed that about one third of formal education in the age group above 18 (!) years is not “initial” but “further” education, that is, part of a second phase of education after some time of employment (Rosenbladt and Bilger 2008, pp. 48–52).

Countries with a higher overall participation rate in FED tend to show higher participation rates in all three age groups. Findings clearly indicate different patterns of the role of formal education in peoples’ educational biographies. While in some countries formal education is largely restricted to the early years of adulthood, in other countries it is part of the repertoire of options for lifelong learning.

One would expect that this goes along with changing forms and content of the respective educational programmes. We examine this by looking at the volume of annual instruction hours and the ISCED level of the respective educational programme (right-hand columns in table 10).

Table 10. Profiles of participation in formal education (FED) AES 2007, population 25–64

<table>
<thead>
<tr>
<th>Country</th>
<th>Relative Participation rate for age group (index, total=1.0)</th>
<th>Total participation rate (%)</th>
<th>Average annual instruction hours</th>
<th>% distribution of all FED activities by level of programme</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU</td>
<td>2.3</td>
<td>0.8</td>
<td>0.3</td>
<td>6</td>
</tr>
<tr>
<td>FR</td>
<td>2.5</td>
<td>0.5</td>
<td>0.0</td>
<td>2</td>
</tr>
<tr>
<td>EL</td>
<td>3.0</td>
<td>0.5</td>
<td>0.0</td>
<td>2</td>
</tr>
<tr>
<td>HU</td>
<td>2.3</td>
<td>0.7</td>
<td>0.0</td>
<td>3</td>
</tr>
<tr>
<td>AT</td>
<td>3.0</td>
<td>0.5</td>
<td>0.0</td>
<td>4</td>
</tr>
<tr>
<td>IT</td>
<td>3.3</td>
<td>0.8</td>
<td>0.3</td>
<td>4</td>
</tr>
<tr>
<td>DE</td>
<td>3.0</td>
<td>0.6</td>
<td>0.4</td>
<td>5</td>
</tr>
<tr>
<td>PL</td>
<td>2.2</td>
<td>0.5</td>
<td>0.0</td>
<td>6</td>
</tr>
<tr>
<td>ES</td>
<td>2.0</td>
<td>0.7</td>
<td>0.3</td>
<td>6</td>
</tr>
<tr>
<td>SK</td>
<td>2.2</td>
<td>0.8</td>
<td>0.0</td>
<td>6</td>
</tr>
<tr>
<td>PT</td>
<td>2.0</td>
<td>0.7</td>
<td>0.1</td>
<td>7</td>
</tr>
<tr>
<td>NL</td>
<td>2.1</td>
<td>0.7</td>
<td>0.3</td>
<td>7</td>
</tr>
<tr>
<td>NO</td>
<td>2.1</td>
<td>0.8</td>
<td>0.2</td>
<td>10</td>
</tr>
<tr>
<td>FI</td>
<td>2.4</td>
<td>0.9</td>
<td>0.1</td>
<td>10</td>
</tr>
<tr>
<td>BE</td>
<td>1.7</td>
<td>0.8</td>
<td>0.5</td>
<td>13</td>
</tr>
<tr>
<td>SE</td>
<td>2.1</td>
<td>0.8</td>
<td>0.2</td>
<td>13</td>
</tr>
<tr>
<td>UK</td>
<td>1.5</td>
<td>1.0</td>
<td>0.5</td>
<td>15</td>
</tr>
</tbody>
</table>

The volume aspect was already discussed above in section 2.2. Regarding the level of educational programmes, the majority of FED activities take place at
tertiary level (62%). In a number of countries, all of them with low or medium participation rates, the share of tertiary level programmes is above 80% (up to 92% in NL). By contrast, there are three countries where the majority of FED activities in adult age (25+) take place at below tertiary levels, namely Poland, Portugal and the UK.

There are no clear correlations between participations rates and volume or level of the FED activities, but there are clusters or types of countries. Low or medium participation rates tend to go along with higher instruction hours and restriction to tertiary level programmes (seen most clearly in EL, HU, AT). At the upper end of the comparative list, the group of countries with high participation rates in formal education does not show a consistent pattern at all. There is the distinct case of the UK where a large number of adults are involved in formal education, with low volumes of instruction and the majority of programmes below tertiary level. There is Belgium with relatively low instructions hours, though focus on tertiary level programmes. There are the Scandinavian countries where about one third of the programmes are below tertiary level and instruction hours at a medium position, except Sweden with a higher volume of instruction hours.

At this point of the analysis it is difficult to draw conclusions in terms of evaluating the different systems. Should countries with lower participation rates in formal education among adults move in the direction of countries with higher participation rates? The Scandinavian countries seem to provide the most inspiring model. Their high participation rates in formal adult education are clearly supported by policy measures, such as obligatory supply of adult learning centres at communal level, financial support of participants, and guaranteed return to the job after an educational leave (for Sweden see, for instance, Stenberg 2009). It is a “culture of second chance” which may well serve as a model for other countries.

For further analysis of the subject one would also have to look at problems of comparability. Countries may differ to some degree in classifying educational programmes as “formal” or “non-formal”. There is evidence that AES data in Sweden, for instance, classify some learning activities as “formal” which in other countries probably would be reported as non-formal education (e.g. Swedish for foreigners, labour market training via the employment office) (Löfgren and Svenning 2009). The same may hold for the UK. One may regard this as a methodological source of non-perfect comparability. On the other hand, it may reflect differences in the educational system which are real, incorporating a broader set of learning activities in the National Framework of Qualifications and thus giving a higher level of recognition to them.

Finally, formal education institutions may also play a role in non-formal education and training (NFE). Schools, colleges, universities etc. provide “regular” educational programmes as their main business, but they may in addition supply specific courses for other target groups. AES data include information about the provider of reported NFE activities. For 10% of all non-
formal education and training activities the provider is a “formal education institution”. The relative role of formal education institutions in NFE is the smallest in Sweden (4%) and Germany (5%). It is clearly above average in Greece, Belgium and Slovakia (15–17%), and in Belgium it arrives at a remarkable percentage of 38%.

One would like to have more information at this point, for instance, about the role of universities in the market of non-formal education and training. Unfortunately, the comparative data do not show the required detail (though national data sets may offer additional information). More specific studies are needed here.

3.2. Comparative issue (2): the role of enterprises in adult education and training

Enterprises play a prominent role in providing continuing training for adults. The European system of educational statistics comprises a separate survey on this issue, the “Continuing Vocational Training Survey” (CVTS) which will be conducted parallel to the AES every 5 years. Yet the AES has to play a role for this topic as well. Whereas the CVTS is based on a survey of enterprises (of at least 10 employees) and thus limited to training activities of enterprises, the AES has a comprehensive approach. It can show the contribution of enterprise-based training within the overall field of adult education. Moreover, AES data view this segment from the individual employee’s perspective, in contrast to the employer’s perspective reflected in the CVTS. The two surveys can complement each other in a fruitful way, provided they are sufficiently harmonized.¹

The first task is to identify, in the AES data, which learning activities shall be classified as “company-based” or “employer-sponsored”. Results were provided already in section 2.3 where employer-sponsored training is presented as type 3 within the sector typology of adult learning (tables 7 and 8). Here we discuss more closely matters of definition and content.

A basic point is that employer-sponsored or company-based training is conceptualized as a sub-category of non-formal education (NFE). This is not self-evident, and it is a restriction. The workplace is a major environment for informal learning as well. This may be learning-by-doing or it may be semi-organized in work teams, and providing opportunities for informal learning may be part of a company’s training policy. Employees tend to report this as their most important source of learning while more formal learning arrangements (here covered as “non-formal learning”) rank far below (Müller and Jakob, 2008, p.139). It is difficult, however, to include these forms of learning in a statistical concept which

¹ An improved concept of harmonizing the two surveys was discussed in the two parallel Eurostat Taskforces for AES and CVTS and will be reflected in Commission Regulations for the next round of surveys in 2011–2012.
tries to identify individual learning activities, as AES does.\(^1\) Company based learning analysed here is restricted to learning activities that can be classified as “non-formal”. Similarly, CVTS focuses on non-formal training in “courses” though some information on learning activities other than courses (as far as they are organized by the employer) is included.

Non-formal education, according to the AES Manual, requires “an organization providing structured arrangements (which must include a student-teacher-relationship), especially designed for education and learning”. More specifically, the AES questionnaire addresses three kinds of organized learning which are relevant here: (1) courses, (2) workshops and seminars, (3) guided on-the-job training.

While it is evident that guided on-the-job training is a company-based learning activity, this does not apply to courses, seminars and workshops. Additional criteria must be sought, therefore, to identify the segment of company-based learning. AES data include three potential criteria:

(A) the provider of the learning activity is the employer
(B) the learning activity takes place during working time
(C) costs of the learning activity are paid for by the employer.

Table 11 shows for what percentages of all non-formal learning activities these characteristics apply. Figures do not represent participation rates, in this case, but refer to the structure of the total of NFE activities.

Employers are the leading providers of non-formal education and training activities.\(^2\) 38% of the activities are directly provided by the employer. One can add to this another 9% for suppliers of the employer (which we assume covers mainly training for new equipment or software). Together they account for nearly one half of all NFE activities (column A). Beyond this, the employer may have contracted out training activities to professional providers. More comprehensive, therefore, is criterion (B): About 60% of all non-formal education and training activities take place fully or mostly during paid working hours. In about as many cases costs of the training activity (“for tuition, registration, exam fees”) are fully or partly paid for by the employer (criterion C).

The conclusion is that we define a non-formal learning activity as being employer-based training (“sector 3”) if either criterion B or criterion C applies.\(^3\)

---

1. AES questions on informal learning do cover learning at the workplace, but this is explicitly restricted to intentional learning (“to teach yourself anything at work or during your free time”), and informal learning at the workplace cannot be identified as such.
2. See Boateng (2008) for more information on providers.
3. Note that for the purpose of definition we do not explicitly include criterion (A) because country-specific institutional arrangements would need more specific investigation. Yet this is an important aspect. In a number of countries the employer’s role as a direct provider of training is small even within the sector of employer-sponsored training. According to the data, this applies in particular to Hungary and Poland. In Hungary, the main providers are employers’ organisations and (less so) trade unions. In Poland the main providers are (formal and non-formal) education and training institutions. More country-specific analysis is required to explore the institutional aspects.
Applying this definition, 70% of all non-formal learning activities are assigned to this sector (column D in table 11). We call it “employer-sponsored training” because this term indicates best the full range of what is covered. Taking place during paid working hours is the main criterion (contributing 59%), another 11% are contributed by including the criterion of financing. An advantage of this broad definition is that it comes close to the range of training activities covered by CVTS.

The essential finding is that non-formal education is largely work-related and employer-based. This is true in all countries. The minimum share of employer-sponsored training in non-formal education is found in Italy, Greece and Spain, where it amounts to about 50%. The percentage rises up to more than 80% in Norway and Sweden on the one hand, and Slovakia and Poland on the other hand.

Table 11. Defining “employer-sponsored training” – Characteristics of all reported NFE activities, in % AES 2007, population 25–64

<table>
<thead>
<tr>
<th>Country</th>
<th>A: Provider</th>
<th>B: Fully or mainly during working hours</th>
<th>C: Costs paid by employer (fees etc.)</th>
<th>D: Sector 3: Employer-sponsored training</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU</td>
<td>47</td>
<td>59</td>
<td>61</td>
<td>70</td>
</tr>
<tr>
<td>IT</td>
<td>36</td>
<td>46</td>
<td>29</td>
<td>48</td>
</tr>
<tr>
<td>EL</td>
<td>50</td>
<td>48</td>
<td>41</td>
<td>55</td>
</tr>
<tr>
<td>ES</td>
<td>25</td>
<td>42</td>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>HU</td>
<td>4</td>
<td>58</td>
<td>42</td>
<td>62</td>
</tr>
<tr>
<td>AT</td>
<td>40</td>
<td>53</td>
<td>57</td>
<td>64</td>
</tr>
<tr>
<td>UK</td>
<td>50</td>
<td>63</td>
<td>62</td>
<td>66</td>
</tr>
<tr>
<td>FR</td>
<td>40</td>
<td>62</td>
<td>54</td>
<td>69</td>
</tr>
<tr>
<td>DE</td>
<td>37</td>
<td>66</td>
<td>59</td>
<td>70</td>
</tr>
<tr>
<td>MA</td>
<td>51</td>
<td>71</td>
<td>65</td>
<td>75</td>
</tr>
<tr>
<td>NL</td>
<td>39</td>
<td>65</td>
<td>69</td>
<td>76</td>
</tr>
<tr>
<td>PT</td>
<td>49</td>
<td>74</td>
<td>73</td>
<td>78</td>
</tr>
<tr>
<td>SE</td>
<td>63</td>
<td>77</td>
<td>63</td>
<td>81</td>
</tr>
<tr>
<td>NO</td>
<td>48</td>
<td>85</td>
<td>85</td>
<td>86</td>
</tr>
<tr>
<td>SK</td>
<td>27</td>
<td>86</td>
<td>87</td>
<td>87</td>
</tr>
</tbody>
</table>

Opportunities for adults to take part in organized learning processes are mainly bound to the work environment. As already shown in section 2.3 (table 8), employer-sponsored training is by far the largest sector of adult learning. On average in Europe, 23% of the adult population have participated in employer-sponsored training during the past year. However, country variations are enormous, ranging from 4% in Hungary to 59% in Sweden.

Findings may also be summarized by saying that the leading position of the Scandinavian countries in regard to the overall participation in adult education...
and training is not only, but mainly due to their well developed supply of work-related, employer-provided training opportunities. By contrast, the lack of employer-provided training in countries like Hungary and Greece is a severe deficiency in their development of opportunities for lifelong learning.

A next step of analysis could be to investigate which groups of the workforce are involved to a higher or lower degree in employer-provided training (for Germany see Rosenbladt and Bilger, 2008, pp. 82–85). Here we instead follow the guideline of “looking behind the figures”. Which kind of learning activities are supplied in employer-sponsored training?

Learning activities are not necessarily organized in the form of “courses” or “seminars”. Enterprise-based training activities can be planned and conducted “near to the workplace”. This tends to facilitate access and to support motivation as well as transfer of what participants have learnt. A common term for such forms is “guided on-the-job training” (GOJT). This type of training is characterised “by planned periods of training, instruction or practical experience, using normal tools of work, either in the immediate place of work or in the work-situation or with the presence of a tutor. It is usually organised by the employer to facilitate adaptation of (new) staff, including transferred, re-hired and seasonal/temporary staff in their new or current jobs. It may include general training about the company (organisation, operating procedures, etc.) as well as specific job related instructions (safety and health hazards, working practices).” (AES Manual 2009, p.9). One may note that the boundary line between “non-formal education” and “informal learning” is certainly not clear-cut at this point. But it may be exactly this feature which makes the training effective. Experts regard this form of learning often superior to traditional classroom instructions.

AES data permit to define three sub-categories of employer-sponsored training:

Type 3a: Guided on-the-job training (GOJT)
Type 3b: Courses/seminars conducted during working hours
Type 3c: Courses/seminars outside working hours, but sponsored by the employer.

Findings are provided in table 12. Column 1 shows, as a reminder, the very different levels of participation in employer-sponsored training. Columns 2 to 5 change the perspective to show the structure within the sector, taking all reported activities of employer-sponsored training as the basis for percentages in the three sub-categories.
Table 12. Three main forms of employer-sponsored training (“sector 3”) AES 2007, population 25–64

<table>
<thead>
<tr>
<th></th>
<th>participation rate in sector 3</th>
<th>all learning activities in sector 3</th>
<th>of which</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%</td>
<td>%</td>
<td>Type 3a</td>
</tr>
<tr>
<td><strong>EU</strong></td>
<td>23</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td><strong>HU</strong></td>
<td>4</td>
<td>100</td>
<td>61</td>
</tr>
<tr>
<td><strong>EL</strong></td>
<td>7</td>
<td>100</td>
<td>55</td>
</tr>
<tr>
<td><strong>IT</strong></td>
<td>10</td>
<td>100</td>
<td>40</td>
</tr>
<tr>
<td><strong>ES</strong></td>
<td>15</td>
<td>100</td>
<td>34</td>
</tr>
<tr>
<td><strong>PL</strong></td>
<td>16</td>
<td>100</td>
<td>98</td>
</tr>
<tr>
<td><strong>PT</strong></td>
<td>18</td>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td><strong>FR</strong></td>
<td>23</td>
<td>100</td>
<td>26</td>
</tr>
<tr>
<td><strong>BE</strong></td>
<td>26</td>
<td>100</td>
<td>47</td>
</tr>
<tr>
<td><strong>UK</strong></td>
<td>26</td>
<td>100</td>
<td>68</td>
</tr>
<tr>
<td><strong>AT</strong></td>
<td>27</td>
<td>100</td>
<td>22</td>
</tr>
<tr>
<td><strong>DE</strong></td>
<td>31</td>
<td>100</td>
<td>21</td>
</tr>
<tr>
<td><strong>NL</strong></td>
<td>34</td>
<td>100</td>
<td>32</td>
</tr>
<tr>
<td><strong>SK</strong></td>
<td>37</td>
<td>100</td>
<td>92</td>
</tr>
<tr>
<td><strong>FI</strong></td>
<td>38</td>
<td>100</td>
<td>15</td>
</tr>
<tr>
<td><strong>NO</strong></td>
<td>45</td>
<td>100</td>
<td>24</td>
</tr>
<tr>
<td><strong>SE</strong></td>
<td>59</td>
<td>100</td>
<td>18</td>
</tr>
</tbody>
</table>

* France: Sum of type 3b and 3c (variable “during working time” is lacking).

The largest part of employer-sponsored training activities consists of courses, seminars or workshops conducted during working hours (47%, type 3b). Nearly as many are reported as “guided on-the-job training” (39%, type 3a). A smaller part consists of courses or seminars conducted outside working hours but fully or partly sponsored by the employer (15%, type 3c).

Regarding country variations one must be aware of the fact that the category “guided on-the-job training” is not self-explanatory as a response category in a survey, so that results will be affected by the wording in national questionnaires. Figures in table 12 provide empirical evidence of the problem. In some countries, nearly all employer-based training is reported as “guided on-the-job training”: 98% in Poland, 92% in Slovakia, 61% in Hungary. This may be due to terminological traditions in ex-socialist countries. But there are also other countries where the GOJT category makes up for the majority of employer-sponsored training activities, such as Portugal (80%), UK (68%) and Greece (55%). In the majority of countries, by contrast, the most common form of training covers courses, seminars or workshops, while guided-training-on-the-job...
is regarded as a specific form of instruction. This is clearly the case in Scandinavian countries as well as in Germany, Austria and France where the share of GOJT varies in a range of 15% to 26%.

Large country variations also apply to the third sub-category (type 3c), that is, training activities outside working hours but sponsored by the employer (type 3c). In a number of countries this form hardly plays a role, while in Norway (21%) and in Spain (24%) it seems to be a common way of organizing training activities. Data do not show exactly what kind and amount of financial contribution the employer makes. Nor do they show whether the training activity is initiated by the employer (but conducted outside working hours) or initiated by the employee (but sponsored by the employer). However, findings draw our attention to a point of interest, calling for additional information to explore the matter.

3.3. Comparative issue (3): social inclusion – participation of the lower educated in adult education and training

All studies on the subject show that participation in adult education and training is not equally distributed across social groups of the population, and that educational background and qualification are strong determinants to explain the inequality. The general pattern is that less educated persons participate less in adult learning. While this may be true in all countries, it does not apply to the same degree in all countries. Some countries are more successful than others in including the lower educated groups of the population in adult education and training.

AES data strongly confirm these findings (table 13). As before in table 10, figures for sub-groups are shown as relative participation rates, i.e. relative to the total. Three levels of educational attainment are distinguished, defined by ISCED levels 1–2, 3–4 and 5–6. This may not capture the stratification of educational levels very well in all countries but is sufficient for the present analysis. Figures refer to non-formal education and training; including formal education would even accentuate the pattern. The index may be regarded as a measure of inequality within countries regarding access to adult learning.
Table 13. Participation rate in non-formal education and training by highest level of education attained (ISCED levels) AES 2007, population 25–64

<table>
<thead>
<tr>
<th>Country</th>
<th>Participation rate (%)</th>
<th>Relative participation rate (index, total = 1,0)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Education levels 0–2</td>
</tr>
<tr>
<td>EU</td>
<td>33</td>
<td>0,5</td>
</tr>
<tr>
<td>HU</td>
<td>7</td>
<td>0,3</td>
</tr>
<tr>
<td>EL</td>
<td>13</td>
<td>0,3</td>
</tr>
<tr>
<td>PL</td>
<td>19</td>
<td>0,2</td>
</tr>
<tr>
<td>IT</td>
<td>20</td>
<td>0,4</td>
</tr>
<tr>
<td>PT</td>
<td>23</td>
<td>0,6</td>
</tr>
<tr>
<td>ES</td>
<td>27</td>
<td>0,6</td>
</tr>
<tr>
<td>BE</td>
<td>34</td>
<td>0,5</td>
</tr>
<tr>
<td>FR</td>
<td>34</td>
<td>0,6</td>
</tr>
<tr>
<td>AT</td>
<td>40</td>
<td>0,5</td>
</tr>
<tr>
<td>UK</td>
<td>40</td>
<td>0,7</td>
</tr>
<tr>
<td>SK</td>
<td>41</td>
<td>0,3</td>
</tr>
<tr>
<td>NL</td>
<td>42</td>
<td>0,6</td>
</tr>
<tr>
<td>DE</td>
<td>43</td>
<td>0,4</td>
</tr>
<tr>
<td>NO</td>
<td>51</td>
<td>0,7</td>
</tr>
<tr>
<td>FI</td>
<td>51</td>
<td>0,7</td>
</tr>
<tr>
<td>SE</td>
<td>69</td>
<td>0,8</td>
</tr>
</tbody>
</table>

In all countries the well-educated participate considerably more in adult learning than the population at large. Their relative index at EU level is 1.6, which means that the participation rate is about 60% above average. Correspondingly, in all countries the lower-educated participate much less in adult learning than the population at large. Their relative index at EU level is 0.5, which means that the participation rate is about 50% of the average.

Absolute values (not shown in the table) indicate an interesting pattern of inequality across European countries. Differences across countries are less pronounced among the higher educated than for the population at large (not regarding the extreme lower end, i.e. HU and EL). This indicates a “convergence of the elites”, while societies at large differ more strongly. Differences across countries are even more pronounced if you look at the lower-educated population. Participation rates here range from 2% in Hungary to 52% in Sweden. Inequality across Europe is stronger within the low-educated segment of populations than for the population at large.

The most marked inequality in access to adult education and training is found in Poland. The relative participation index ranges from 0.2 for the lower-educated to 2.5 for the well-educated. At the upper end, again, there is Sweden. Here, the relative participation index only ranges from 0.8 for the lower-educated to 1.2 for the well-educated. Looking at the whole list of countries there is a clear pattern,
showing an inverse relationship between inequality and the overall level of participation in adult education and training. The higher the overall participation rate, the lower the inequality.

In policy terms one may turn it the other way round: social inclusion of the lower-educated is a prerequisite for reaching higher overall participation rates in adult education and training. Policy makers have recognized this and devoted special attention in their programmes to fostering participation of the lower-educated in adult education and training. This is true at EU level (“Action Plan on Adult Learning”, 2007) as well as for policies at national level in individual countries, e.g. in Germany.

As mentioned, the relationship between educational background and participation in adult learning over the life-course has been widely noted and discussed in the research literature on adult education and training. A pronounced summary of findings reads like this: “Continuous Vocational Training thus usually does not compensate for a lack of initial training. During the life course there is no equalization in educational and training differences between individuals; differences rather increase, and this is true for all countries” (Müller and Kogan 2010, p. 268). One may not disagree with this. However, one may wish to arrive at a more specific insight. Country variations show that political, economic and cultural conditions can modify the general pattern to a great extent.

4. Concluding remarks

Adult education and training is a key element in lifelong learning. Increasing levels of participation are an objective of European educational policies. Statistical indicators have been set up to monitor the situation in individual countries as well as the development over time. They show that Europe is far from realising common achievements in this field. There are enormous differences in the level of participation in adult learning across European countries. Moreover, indicators show that progress in this field is not easily accomplished. Europe-wide, the level of participation in adult education and training has hardly increased in recent years.

The present paper argues that statistical indicators should not just monitor the development. They should contribute to understanding what is behind overall participation rates in adult learning, and what are the meanings and effects of different levels of participation as measured by overall indicators. To this end, data must be sufficiently detailed to enable more specific indicators and analysis. The newly established Adult Education Survey provides a data base that opens new prospects for comparative research along these lines.

The AES database as set up by Eurostat is accessible for research purposes (notwithstanding any technical problems). This is highly welcome. Recent research literature articulates needs that call for a comparative database: “Although research exploring the huge differences between countries in the extent
of further training participation and lifelong learning is growing, more work is needed on the systematic explanation of these differences. Research needs not only long-term longitudinal observations, but also more specific measures (e.g., the general or vocational character or the curricula, field of study, or attributes of the educational institution)” (Müller and Jakob 2008, p.144 and p.162). The present paper outlined a number of specific measures and ways to analyse country profiles, trying to demonstrate the potential of the new statistical database for a better understanding of adult education and training across Europe.
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SMALL AREA ESTIMATION UNDER A MIXTURE MODEL
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ABSTRACT

Small area estimation (SAE) under a linear mixed model may not be efficient if data contain substantial proportion of zeros than would be expected under standard model assumptions (hereafter zero-inflated data). We discuss the SAE for zero-inflated data under a mixture model (Fletcher et al., 2005 and Karlberg, 2000) that account for excess zeros in the data. Our results from simulation studies show that mixture model based approach for SAE works well and produces an efficient set of small area estimates. An application to real survey data from the National Sample Survey Organisation of India demonstrates the satisfactory performance of the approach.

Key Words: Linear mixed model, Small area estimation, EBLUP, Zero-inflated data, mixture model.

1. Introduction

In recent years, demand for reliable small areas statistics has greatly increased worldwide due to their growing use in formulating policies and programs, allocation of government funds, regional planning, and marketing decisions at local level. Sample surveys are usually planned to produce estimates for larger domains or areas and are therefore not appropriate to produce small area statistics due to small sample sizes. Due to cost and operational considerations, it is seldom possible to procure a large enough overall sample size to support direct estimates of adequate precision for all areas of interest. It is often necessary to employ indirect estimates for small areas that can increase the effective area sample size by borrowing strength from related areas through linking models, using census and administrative data and other auxiliary data associated with the small areas. The linear mixed models have been widely used in SAE. The empirical best linear unbiased predictor (EBLUP) is the most popular approach for estimation under these models, see Rao (2003). However, the EBLUP is model dependent and
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sensitive to model failure. To guard against model failure, the model-assisted approaches are proposed in the literature. For example, the Pseudo-EBLUP described in Prasad and Rao (1999) and the model-assisted empirical best predictor of Jiang and Lahiri (2006), hereafter JL-EBP. If linear mixed model is true, neither will be as efficient as the EBLUP. For the robustness, both estimators rely on the design consistency. Relying on a large sample property of a small sample statistic seems rather optimistic.

In practice, survey data often contain large proportion of zero values (for example, agricultural and environmental surveys etc.) than would be expected under standard model assumptions. Presence of excess zeros in the data makes the model assumptions invalid, see McCullagh and Nelder (1989). Consequently, problems with inference are liable to occur by ignoring this feature of the data. In classical regression literatures, mixture models which separately model the non-zero values and the occurrence of zero values are widely used to account for excess zeros in data, see, for example, Lambert (1992), Welsh et al. (1996) and Fletcher et al. (2005). In survey estimation Karlberg (2000) applied mixture model to estimate the population total for highly skewed data with many zeros. In the context of SAE, Chandra and Chambers (2006) and Chandra et al. (2007) observed that the EBLUP is ill-suited for small areas with large proportions of zeros. This indicates that standard methods of SAE under a linear mixed model may not be efficient for such data. In this article we explore the small area estimation under the mixture model for zero-inflated data. Following Fletcher et al. (2005) and Karlberg (2000), our approach for SAE works in three steps. First, a linear mixed model is fitted for positive values and then, in the second stage, a generalized linear mixed model (GLMM) is fitted for probability of positive values. Finally, two models are combined in estimation.

The structure of the paper is as follows. In the next section we first illustrate a linear mixed model and related estimators for small areas and then we introduce the mixture model and small area estimator under this model. In section 3 we present results from model-based as well as design-based simulation to evaluate the proposed approach of SAE, with the latter based on real survey data from Debt-Investment Survey 2002–03 of the National Sample Survey Organisation (NSSO) for the rural areas of the state of Uttar Pradesh in India. Finally, section 4 is devoted to concluding remarks and further research topics.

2. Estimation of Small Area Means

2.1 Small area estimation under a linear mixed model

Let $U$ denote a population of size $N$ and assume that population is partitioned into $D$ small areas (or areas) $U_i (i=1,...,D)$. Let $N_i$ and $n_i$ is population and sample size respectively for area $i$. The total number of units in the population is
\(N = \sum_{i=1}^{D} N_i\), with corresponding total sample size \(n = \sum_{i=1}^{D} n_i\). Let \(y_i\) denote the \(N_i\)-vector of population values of a characteristic \(Y\) of interest and \(x_i\) denote the corresponding \(N_i \times p\) matrix of population values in area \(i\). Throughout, we use \(i\) to index the \(D\) small areas of interest, and \(j\) to index the distinct population units in these areas. We use \(s\) to denote the collection of units in a sample, with \(s_i\) the subset drawn from area \(i\). Our aim is estimation of population mean of \(Y\) in small area \(i\), i.e. \(m_i = N_i^{-1} \sum_{j \in s_i} y_j\).

A commonly used class of models in small area inference is the class of linear mixed models. We consider the following linear mixed model for the distribution of \(y_i\) given \(x_i\) in area \(i\):

\[
y_i = x_i \beta + g_i u_i + e_i
\]

where \(\beta\) is a \(p \times 1\) vector of fixed effects, \(g_i\) is a \(N_i \times q\) matrix of known covariates characterising differences between small areas, \(u_i\) is a \(q\)-vector of random area effects associated with area \(i\) and \(e_i\) is a \(N_i \times 1\) vector of individual level random errors. The area specific effects \(\{u_i; i = 1, \ldots, D\}\) are assumed to be independent and identically distributed realisations of a random vector of dimension \(q\) with zero mean and covariance matrix \(\Sigma_u\). Similarly, the scalar individual effects making up \(e_i\) are assumed to be independent and identically distributed realisations of a random variable with zero mean and variance \(\sigma^2_e\), with area and individual effects mutually independent. The covariance matrix of \(y_i\) is \(\nu_i = \sigma_e^2 I_{N_i} + g_i \Sigma_u g_i'\), depends on a vector of parameters \(\theta = (\Sigma_u, \sigma_e^2)\) typically referred to as the variance components of (1). We assume that the sampling method used is uninformative given the values of the auxiliary variables, so the sample data also follow the population model (1).

By aggregating the area-specific models (1) over the \(D\)-small area, we are led to the population level linear mixed model

\[
y_U = x_U \beta + g_U u + e_U
\]

where \(y_U = (y_1', \ldots, y_D')'\), \(x_U = (x_1', \ldots, x_D')'\), \(g_U = diag\{g_i; 1 \leq i \leq D\}\), \(u' = (u_1', \ldots, u_D')\) and \(e_U = (e_1', \ldots, e_D')'\). Under (2), the covariance matrix of \(y_U\) is \(\nu_U = diag(\nu_i; 1 \leq i \leq D)\). Given a sample \(s\) of size \(n\) from this population, we
can partition $\mathbf{v}_U = \begin{bmatrix} \mathbf{v}_{ss} & \mathbf{v}_{sr} \\ \mathbf{v}_{rs} & \mathbf{v}_{rr} \end{bmatrix}$ into their sample and non-sample components. Here, $r = U - s$ denotes the population units that are not in the sample. In particular, under (2) we have

$$\mathbf{v}_{ss} = \text{diag}\{ \mathbf{v}_{is}, i = 1, \ldots, D \} = \text{diag}\{ \mathbf{g}_{is} \sum \mathbf{g}' + \sigma^2 \mathbf{I}_s; i = 1, \ldots, D \}$$

and

$$\mathbf{v}_{sr} = \text{diag}\{ \mathbf{v}_{isr}, i = 1, \ldots, D \} = \text{diag}\{ \mathbf{g}_{is} \sum \mathbf{g}'_{ir}; i = 1, \ldots, D \}.$$ Here $\mathbf{g}_{is}$ and $\mathbf{g}_{ir}$ denote the restriction of $\mathbf{g}_i$ to sampled and non-sampled units in area $i$ respectively. Given estimated values $\widehat{\mathbf{v}}_{ss}$ and $\widehat{\mathbf{v}}_{sr}$ of $\mathbf{v}_{ss}$ and $\mathbf{v}_{sr}$ respectively.

Under (2), the EBLUP for small area $i$ mean of $Y$ is (Rao, 2003, section 6.2.3)

$$\hat{m}_i^{EBLUP} = \hat{E} \{ m_i, y_{is}, x_{is}, x_{ir} \}$$

$$= N_i^{-1} \left[ \sum_{j \in s_i} y_j + 1_{ir}' \left( \mathbf{x}_{ir}' \hat{\beta} + \hat{\mathbf{v}}_{irs}^{-1} (y_{is} - \mathbf{x}_{is} \hat{\beta}) \right) \right]$$

$$= N_i^{-1} \left[ n_i \bar{y}_{is} + (N_i - n_i) \left( \mathbf{x}_{ir}' \hat{\beta} + \hat{\mathbf{v}}_{irs}^{-1} \mathbf{g}_{is} \hat{\mathbf{g}}_{ir} (\mathbf{g}_{is} \hat{\mathbf{g}}_{ir} + \sigma^2 \mathbf{I}_s)^{-1} (y_{is} - \mathbf{x}_{is} \hat{\beta}) \right) \right].$$

Here $\hat{E}$ denotes the expectation operator under (2) with unknown parameters replaced by estimates, $\mathbf{x}_{is}$ and $\mathbf{x}_{ir}$ are the matrices of sample and non-sample values of $\mathbf{X}$ in area $i$, $\mathbf{y}_{is}$ is the vector of sample values of $Y$ in the same area, $\hat{\beta}$ is the ‘empirical’ BLUE of $\beta$, $\hat{\mathbf{v}}_{irs}$ is the transpose of the estimated value of $\mathbf{v}_{irs}$, $\hat{\mathbf{v}}_{iss}$ the corresponding estimate of $\mathbf{v}_{iss}$, and $\mathbf{1}_{ir}$ is a vector of ones of length $N_i - n_i$. Note that the estimator (3) is model dependent and works well under (1).

Two alternative approaches in the literature under linear mixed model (1) are the pseudo-EBLUP (Rao, 2003, section 7.2.7) and the estimator of Jiang and Lahiri (2006). Recollect from (3) that the EBLUP is defined by replacing the unknown area $i$ mean $m_i$ by an estimate of its expected value given the observed sample values of $Y$ in area $i$ and the area $i$ values of $\mathbf{X}$. Let $\pi_{ij}$ denote the sample inclusion probability of population unit $j$ in small area $i$. The pseudo-EBLUP is then defined by replacing $m_i$ by an estimate of its expected value given the value of its design-consistent estimate

$$\hat{m}_i = \left( \sum_{j \in s_i} \pi_{ij}^{-1} \right)^{-1} \sum_{j \in s_i} \pi_{ij}^{-1} y_{ij} = \sum_{j \in s_i} \hat{w}_{ij} y_{ij}$$

(4)
and the area $i$ values of $X$. That is, under (1) the pseudo-EBLUP of $m_i$ is (Rao, 2003, section 7.2.7)

$$
\hat{m}_i^{\text{pseudoEBLUP}} = \hat{E}\left\{m_i \mid \hat{m}_i^e, x_i, x_r\right\} \\
= \bar{x}_i'\hat{\beta}_w + \left(\bar{g}_i'\hat{\Sigma}_{uw}\bar{g}_i + \hat{\sigma}^2_{e}\sum_{j \in s_i} \tilde{w}^2_{ij}\right)^{-1}\left(\hat{m}_i^e - \bar{x}_i'\hat{\beta}_w\right)
$$

(5)

where \(\hat{\beta}_w\), \(\hat{\Sigma}_{uw}\) and \(\hat{\sigma}^2_{e}\) are pseudo-maximum likelihood estimates based on the weights \(\tilde{w}_{ij}\) and \(\bar{g}_{iv}\) and \(\bar{x}_i\) are design-consistent estimates of \(\bar{g}_i\) and \(\bar{x}_i\) that are defined in exactly the same way as \(\hat{m}_i^e\) above. Under the same model the Jiang and Lahiri (2006) approach leads to an estimator that is also defined by conditioning on the value of \(\hat{m}_i^e\),

$$
\hat{m}_i^{HL} = \sum_{j \in s_i} \tilde{w}_{ij} \hat{E}\left\{\hat{E}\left(y_{ij} \mid x_{ij}, u_{ij}\right) \mid \tilde{m}_i^e, x_i\right\} \\
= \bar{x}_{iv}'\hat{\beta} + \left(\tilde{w}_{is}\hat{\Sigma}_{iu}\tilde{w}_{is} + \hat{\sigma}^2_{e}\tilde{w}_{is}\right)^{-1}\left(\tilde{w}_{is}'g_{is}\hat{\Sigma}_{iu}g_{is}'\tilde{w}_{is}\right)\left(\hat{m}_i^e - \bar{x}_{iv}'\hat{\beta}\right)
$$

(6)

where \(\tilde{w}_{is}\) is the vector of sample weights \(\tilde{w}_{ij}\) in area $i$. Note that in (6) we use optimal (i.e. maximum likelihood (ML) or restricted maximum likelihood (REML)) estimates for model parameters. Both (5) and (6) are essentially motivated by the idea of estimating the area $i$ mean by its conditional expectation under (1) given the value of the usual design-consistent estimator (4) for this quantity. Under (1), neither will be as efficient as the EBLUP.

### 2.2. Small area estimation under a mixture model

Let us consider that survey variable $Y$ is zero-inflated. We then introduce a mixture model to accommodate excess zeros in the data. In the dual regime model described in section 1, following the ideas of Fletcher et al. (2005) and Karlberg (2000), the variable of interest $Y$ is expressed as product:

$$
y_i = y_i^*\delta_i
$$

(7)

where $y_i^*$ is the linear component and assume to follow a linear mixed model, like (1) and $\delta_i = I\{y_i > 0\}$, is a binary (0/1) variable, assume to follow a generalized linear mixed model (GLMM) with logit link function (Breslow and Clayton, 1993), i.e. logistic linear mixed model, referred as the logistic component of (7). We assume that $\delta_j$ given $x_j$ are independent Bernoulli random variables with probability $p_j = P(y_j > 0) = P(\delta_j = 1)$. With these
notations, the model linking the probability of positive values with the covariates is the logistic linear mixed model in small area $i$ of the form (Manteiga et al., 2007):

$$
\log it(p_i) = \ln \{p_i/(1-p_i)\} = \eta_i = x_i'\alpha + g_i'b_i \quad (i = 1,\ldots,D)
$$

(8)

with $p_i = \exp(\eta_i)\{1+\exp(\eta_i)\}^{-1} = \exp(x_i'\alpha + g_i'b_i)\{1+\exp(x_i'\alpha + g_i'b_i)\}^{-1}$. Here $\alpha$ is a vector of unknown fixed effects parameters and $b_i \quad (i = 1,\ldots,D)$ is the random area effect associated with area $i$ which is assumed to be normal with zero mean and constant variance.

For estimation of parameters for linear-component, we denote by $s_+ = \{j \in s, y_j > 0\}$ the subset of the sample for which the survey variable is non-zeros, and $n_+ = \sum_{j \in s} \delta_j$ denotes the number of non-zeros sample units. As below (2), we denote by $y_{s+}^*, x_{s+}, g_{s+}$ and $V_{s,s+}$ the corresponding vector and matrices related to non-zeros survey variable values of the sample. Accordingly, at area level we use similar notation by introducing an extra subscript $i$. Assuming model (1), the empirical-BLUE of $\beta$ is

$$
\hat{\beta} = \left(\sum_{i=1}^{D} x_{is+}'V_{is+}^{-1}x_{is+}\right)^{-1} \left(\sum_{i=1}^{D} x_{is+}'V_{is+}^{-1}y_{is+}^*\right) \quad \text{with} \quad E(\hat{\beta} | \delta_j) = \beta \quad \text{and} \quad V(\hat{\beta} | \delta_j) = \left(\sum_{i=1}^{D} x_{is+}'V_{is+}^{-1}x_{is+}\right)^{-1}
$$

The expectation and variance are under the model. Under (1), the predicted values for the linear component of (7) are (Henderson, 1953):

$$
\hat{E}(y_{j}^*) = \mu_j = x_j'\hat{\beta} + g_j'\hat{u}_j; \quad j \in i , \quad \text{with} \quad \hat{u}_j = \hat{\Sigma}_{j}g_j'V_{is+}^{-1}(y_{is+} - x_{is+}'\hat{\beta}^*).
$$

(9)

For the estimation of unknown parameters of logistic components in (8), we used an iterative procedure that combines the Penalized Quasi-Likelihood (PQL) estimation of $\alpha$ and $b_i$ with REML estimation of variance component parameters as described in Saei and Chambers (2003) and Manteiga et al. (2007). The predicted probabilities of the logistic component of (7) are:

$$
p_j = \exp(x_j'\hat{\alpha} + g_j'b_i) \{1+\exp(x_j'\hat{\alpha} + g_j'b_i)\}^{-1}; \quad j \in i.
$$

(10)

Using results from appendix and collecting (10) and (11), an approximately model-unbiased estimate of $E(y_j)$ is

$$
\hat{E}(y_j | x_j, g_j, i) = \hat{\mu}_j = \left\{x_j'\hat{\beta} + g_j'\hat{\Sigma}_{u}g_j'V_{is+}^{-1}(y_{is+} - x_{is+}'\hat{\beta}^*)\right\}.
$$
\[
\left\{ e^{x_j\hat{\alpha} + g_i} \left( 1 + e^{x_j\hat{\alpha} + g_i} \right)^{-1} \right\}.
\]

Consequently using (11) the estimator for population mean of \( Y \) in area \( i \) is

\[
\hat{m}_{i}^{\text{mis}} = \hat{E}\{m_i | y_{is}, x_{is}, x_{ir}\} = N_i^{-1} \left[ \sum_{j} y_j + \sum_{j} \hat{p}_j \right] = N_i^{-1} \left[ 1'_{is}y_{is} + 1'_{is}\hat{\theta}_{ir} \right]
\]

Besides (10), we also consider the estimated probabilities under a logistic linear model, with no area effect in (8):

\[
\hat{p}_j = \exp(x_j\hat{\alpha}) \{ 1 + \exp(x_j\hat{\alpha}) \}^{-1}; \quad j \in i
\]

### 3. Empirical Evaluations

In this section we present results from two simulation studies that were used to contrast the performance of different small area estimators set out in Table 1 and described in section 2. The first is a model based simulation in which small area population and sample data were simulated under the model. The second is a design based simulation in which a fixed population containing number of small areas was repeatedly sampled, holding the sample size in each small area fixed.

The performance of different small area estimators were evaluated with respect to two basic criteria—the relative bias and the relative root mean squared error, both expressed as percentages, of area mean estimates. The bias was measured as

\[
\%\text{AvRB} = \text{mean}_i \left| \{ M_i^{-1} \left( K^{-1} \sum_{k=1}^{K} \hat{m}_{ik} \right) - 1 \} \right| \times 100
\]

Note that the subscript of \( k \) here indexes the \( K \) simulations, with \( m_{ik} \) denoting the value of the small area \( i \) mean in simulation \( k \) and \( \hat{m}_{ik} \) denoting the area \( i \) estimated value in simulation \( k \). The actual area \( i \) mean value (the average over the simulations) is denoted by \( M_i = K^{-1} \sum_{k=1}^{K} m_{ik} \). The root mean squared error was measured as

\[
\%\text{AvRRMSE} = \text{mean}_i \left[ M_i^{-1} \left( \sqrt{K^{-1} \sum_{k=1}^{K} (\hat{m}_{ik} - m_{ik})^2} \right) \right] \times 100.
\]
3.1. Model-Based Simulations

In these simulations we fixed population size $N = 15,000$ and number of small areas $D = 30$. Population sizes in the small areas were uniformly distributed over the interval [443, 542] and were kept fixed over simulations. In each simulation we generated $N$ population values of auxiliary variable $x$ from the chi-square distribution with 10 degrees of freedom. For each area, population values for $y$ were generated under the two-level model $y_{ij} = 10 + 2x_{ij} + u_i + e_{ij}$ ($j = 1, ..., N_i; i = 1, ..., 30$). The area-specific random effects $u_i$ and individual random effects $e_{ij}$ were independently drawn from $N(0, \sigma_u^2 = 4)$ and $N(0, \sigma_e^2 = 16)$ distributions respectively. Zero-inflated population values for $y$ were generated by first generating Bernoulli (0/1) random variable with fixed probability $p$ (i.e. proportion of non-zero values in the data) and multiplying them to $y$ for each area. A sample of size $n = 600$ was then selected from the simulated population, with area sample sizes proportional to the fixed area populations. Sampling was via stratified random sampling, with the strata defined by the small areas with average sample size of 25. All population values independently regenerated at each simulation and an independent sample drawn from the population each time. A total of $K = 1000$ simulations were carried out. We used simulations scenario with different proportion of non-zero values $p = 0.90, 0.75, 0.65$ and $0.50$ for all small areas.

The average relative bias and the average relative root mean squared error over these simulations for different estimators are presented in Table 2. These results show an increase in biases and RMSEs for all estimators with increase in proportion of zeros in the data. We noted relatively unstable performance of the direct estimator (DIR), so it is not an option for SAE. Hereafter we do not discuss DIR. Among the linear mixed model based estimators, in terms of biases and RMSEs, the EBLUP is better overall. Both the EBLUP and Pseudo have smaller biases and RMSE compared to JL. However, EBLUP is either dominating marginally or at par with Pseudo. In contrast, among mixture model based estimators, MIX1 and MIX2 are almost identical. The area-specific relative bias and relative RMSE for $p = 0.65$ are shown in Figure 1. The results in Figure 1 reflect the consistently better performance of the proposed approach. Similar conclusions are also true for other values of $p$. Overall, mixture model based approach is superior than the standard linear mixed model based estimators for zero-inflated data (see Table 1 and Figure 1).
3.2. Design-Based Simulations

In these simulations we used the data of Debt-Investment Survey 2002–03 for rural areas of the state of Uttar Pradesh in India conducted by National Sample Survey Organisation in the year 2002–03. In the original survey there were 11,814 sample households (with population of 22,145,951) spread across 69 districts of Uttar Pradesh that participated in the Survey. However, in our simulation studies (to avoid computation difficulties arising out of computer memory space) we used the sample of 1693 households from $D = 10$ districts only and further divided the survey weights by 10 to reduce the overall population size. This sample of 1693 households was bootstrapped to create a realistic population of $N = 327,481$ households by re-sampling with replacement with probability proportional to a household’s sample weight. A total of $K = 1000$ independent stratified random samples were then drawn from this bootstrap population, with total sample size equal to that of the original sample and with districts defining the strata. Sample sizes within districts were the same as in the original sample. Districts were the small area of interest. The $Y$ variable of interest was amount of loan outstanding per household (with 43 percent zero values in the original sample) and the auxiliary variable $X$ was land owned by household. The aim was to predict the district level average value of amount of loan outstanding per household.

Table 3 set out the districts-wide as well as average relative biases and relative RMSEs of different estimators based on the 1000 repeated independent stratified samples. We note that the districts have different proportions of non-zeros in the data which gives a realistic scenario to apply our approach. These results show that the mixture model based MIX2 estimator for small area mean is severely biased and relatively unstable. The GLM (13) used to estimate probability for occurrence of zero in MIX2 is not fitting well since it does not capture the area effects. In contrast, average bias and RMSE of the MIX1 is consistently smaller than linear mixed model based EBLUP, Pseudo and JL estimators for small mean. Further, among linear mixed model based estimator, in terms of average bias and RMSE, the EBLUP performs better than JL which dominates the Pseudo. Furthermore, district-wide results reveal that in most of the districts MIX1 have smaller biases and RMSEs than alternative estimators. Overall the results in Table 3 clearly indicate that the mixture model based estimation is working well and better than the linear mixed model estimation if data contain substantial proportion of zeros.

4. Conclusions

The results set out in section 3 conclude that commonly used methods of SAE under a linear mixed model lead to biased and unstable estimates for small area with many zeros. In this case, proposed mixture model based SAE takes care of
excess zeros and provides more efficient sets of small area estimates. An application to real survey data from the NSSO too shows satisfactory performance of the proposed approach. In this article we have not addressed the mean squared error (MSE) estimation for different estimator for small area means described in sections 2. The MSE of various estimators under the linear mixed model (EBLUP, Pseudo-EBLUP and JL) can be estimated via their analytical MSE expression already available in the literatures, see, for example, Rao (2003) and Jiang and Lahiri (2006). However, the MSE of the proposed estimators under mixture model still need to be developed. Alternatively, re-sampling based methods like Jackknife or bootstrap methods can be explored. Authors are currently working on the MSE estimation.

Appendix

From (7) we see that
\[ E(y_j) = \Pr(\delta_j = 1)E(y_j | \delta_j = 1) + \Pr(\delta_j = 0)E(y_j | \delta_j = 0) = \Pr(\delta_j = 1)E(y_j | \delta_j = 1) = p_j\mu_j \]

where \( \mu_j = E(y_j | \delta_j = 1) \). This leads to \( \hat{E}(y_j) = \hat{p}_j\hat{\mu}_j = \hat{\theta}_j \). Assuming that \( \mu_j \) and \( \hat{\mu}_j \) are uncorrelated (see Karlberg [7]) leads to
\[
E(\hat{\theta}_j) = E(\hat{p}_j\mu_j) = E\left\{ E(\hat{p}_j\mu_j | \delta_j) \right\} \\
= E\left\{ \hat{p}_j E(\mu_j | \delta_j) \right\} = E(\hat{p}_j)E\left\{ E(\mu_j | \delta_j) \right\} \\
= p_j\mu_j = E(y_j).
\]

Table 1. Estimators evaluated in simulation studies

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIR</td>
<td>Direct estimation</td>
</tr>
</tbody>
</table>

Under linear mixed model (1)

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBLUP</td>
<td>EBLUP (3)</td>
</tr>
<tr>
<td>Pseudo</td>
<td>Pseudo-EBLUP (5)</td>
</tr>
<tr>
<td>JL</td>
<td>JL-EBP (6)</td>
</tr>
</tbody>
</table>

Under mixture model (7)

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIX1</td>
<td>Estimator (12) with estimated probabilities (10)</td>
</tr>
<tr>
<td>MIX2</td>
<td>Estimator (12) with estimated probabilities (13)</td>
</tr>
</tbody>
</table>
Table 2. Percentage average relative bias (\%AvRB) and percentage average relative RMSE (\%AvRRMSE) of different estimators under model based simulations

<table>
<thead>
<tr>
<th>Estimators</th>
<th>$p$</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.90</td>
<td>0.75</td>
<td>0.65</td>
<td>0.50</td>
</tr>
<tr>
<td>DIR</td>
<td>0.48</td>
<td>0.54</td>
<td>0.61</td>
<td>0.90</td>
</tr>
<tr>
<td>EBLUP</td>
<td>0.24</td>
<td>0.28</td>
<td>0.33</td>
<td>0.37</td>
</tr>
<tr>
<td>Pseudo</td>
<td>0.25</td>
<td>0.30</td>
<td>0.33</td>
<td>0.39</td>
</tr>
<tr>
<td>JL</td>
<td>0.41</td>
<td>0.44</td>
<td>0.49</td>
<td>0.51</td>
</tr>
<tr>
<td>MIX1</td>
<td>0.18</td>
<td>0.16</td>
<td>0.21</td>
<td>0.30</td>
</tr>
<tr>
<td>MIX2</td>
<td>0.17</td>
<td>0.17</td>
<td>0.18</td>
<td>0.29</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>%AvRRMSE</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DIR</td>
<td>10.74</td>
<td>15.14</td>
<td>18.00</td>
<td>24.40</td>
</tr>
<tr>
<td>EBLUP</td>
<td>5.78</td>
<td>7.26</td>
<td>8.02</td>
<td>9.72</td>
</tr>
<tr>
<td>Pseudo</td>
<td>5.87</td>
<td>7.32</td>
<td>8.06</td>
<td>9.68</td>
</tr>
<tr>
<td>JL</td>
<td>8.67</td>
<td>9.77</td>
<td>10.39</td>
<td>11.77</td>
</tr>
<tr>
<td>MIX1</td>
<td>3.91</td>
<td>5.19</td>
<td>6.03</td>
<td>8.04</td>
</tr>
<tr>
<td>MIX2</td>
<td>3.62</td>
<td>4.73</td>
<td>5.50</td>
<td>7.25</td>
</tr>
</tbody>
</table>
### Table 3. Districts-wide (and average) percentage relative bias and percentage relative RMSE of different estimators under design based simulations

<table>
<thead>
<tr>
<th>Districts</th>
<th>$p$</th>
<th>EBLUP</th>
<th>Pseudo</th>
<th>JL</th>
<th>MIX1</th>
<th>MIX2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% Relative bias</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.59</td>
<td>4.7</td>
<td>6.6</td>
<td>4.9</td>
<td>4.7</td>
<td>21.6</td>
</tr>
<tr>
<td>2</td>
<td>0.62</td>
<td>4.0</td>
<td>5.0</td>
<td>4.0</td>
<td>4.0</td>
<td>24.3</td>
</tr>
<tr>
<td>3</td>
<td>0.42</td>
<td>5.8</td>
<td>6.4</td>
<td>5.5</td>
<td>0.3</td>
<td>10.9</td>
</tr>
<tr>
<td>4</td>
<td>0.46</td>
<td>9.1</td>
<td>7.4</td>
<td>9.0</td>
<td>2.7</td>
<td>5.6</td>
</tr>
<tr>
<td>5</td>
<td>0.50</td>
<td>3.3</td>
<td>3.2</td>
<td>3.2</td>
<td>5.0</td>
<td>10.5</td>
</tr>
<tr>
<td>6</td>
<td>0.31</td>
<td>30.0</td>
<td>33.4</td>
<td>30.0</td>
<td>19.4</td>
<td>67.1</td>
</tr>
<tr>
<td>7</td>
<td>0.44</td>
<td>5.7</td>
<td>8.0</td>
<td>6.0</td>
<td>15.1</td>
<td>21.9</td>
</tr>
<tr>
<td>8</td>
<td>0.52</td>
<td>19.1</td>
<td>17.0</td>
<td>19.2</td>
<td>18.0</td>
<td>24.5</td>
</tr>
<tr>
<td>9</td>
<td>0.27</td>
<td>2.4</td>
<td>5.8</td>
<td>2.5</td>
<td>7.0</td>
<td>47.8</td>
</tr>
<tr>
<td>10</td>
<td>0.49</td>
<td>0.7</td>
<td>1.4</td>
<td>0.4</td>
<td>5.4</td>
<td>2.7</td>
</tr>
<tr>
<td>Average</td>
<td>0.46</td>
<td>8.5</td>
<td>9.4</td>
<td>8.5</td>
<td>8.2</td>
<td>23.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>% Relative RMSE</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.59</td>
<td>16.5</td>
<td>17.9</td>
<td>17.2</td>
<td>16.0</td>
<td>24.5</td>
</tr>
<tr>
<td>2</td>
<td>0.62</td>
<td>16.6</td>
<td>17.0</td>
<td>17.3</td>
<td>15.6</td>
<td>26.4</td>
</tr>
<tr>
<td>3</td>
<td>0.42</td>
<td>15.6</td>
<td>17.3</td>
<td>15.9</td>
<td>14.5</td>
<td>18.7</td>
</tr>
<tr>
<td>4</td>
<td>0.46</td>
<td>15.7</td>
<td>17.1</td>
<td>15.8</td>
<td>14.3</td>
<td>14.6</td>
</tr>
<tr>
<td>5</td>
<td>0.50</td>
<td>21.0</td>
<td>22.2</td>
<td>22.4</td>
<td>19.8</td>
<td>20.1</td>
</tr>
<tr>
<td>6</td>
<td>0.31</td>
<td>42.1</td>
<td>46.2</td>
<td>43.2</td>
<td>31.8</td>
<td>75.6</td>
</tr>
<tr>
<td>7</td>
<td>0.44</td>
<td>15.0</td>
<td>17.4</td>
<td>15.1</td>
<td>20.8</td>
<td>25.4</td>
</tr>
<tr>
<td>8</td>
<td>0.52</td>
<td>29.3</td>
<td>28.9</td>
<td>29.1</td>
<td>28.7</td>
<td>30.6</td>
</tr>
<tr>
<td>9</td>
<td>0.27</td>
<td>24.3</td>
<td>26.9</td>
<td>24.3</td>
<td>26.9</td>
<td>60.8</td>
</tr>
<tr>
<td>10</td>
<td>0.49</td>
<td>12.0</td>
<td>13.7</td>
<td>11.7</td>
<td>12.0</td>
<td>11.2</td>
</tr>
<tr>
<td>Average</td>
<td>0.46</td>
<td>20.8</td>
<td>22.4</td>
<td>21.2</td>
<td>20.0</td>
<td>30.8</td>
</tr>
</tbody>
</table>
Figure 1. Region-specific performance measures of the EBLUP (dashed line Δ), JL (thin line, O) and MIX2 (solid line ●) for p=0.65 under model based simulations.
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FITTING GENERAL LINEAR MODEL FOR LONGITUDINAL SURVEY DATA UNDER INFORMATIVE SAMPLING

Abdulhakeem A. H. Eideh

ABSTRACT

The purpose of this article is to account for informative sampling in fitting superpopulation model for multivariate observations, and in particular multivariate normal distribution, for longitudinal survey data. The idea behind the proposed approach is to extract the model holding for the sample data as a function of the model in the population and the first order inclusion probabilities, and then fit the sample model using maximum likelihood, pseudo maximum likelihood and estimating equations methods. As an application of the results, we fit the general linear model for longitudinal survey data under informative sampling using different covariance structures: the exponential correlation model, the uniform correlation model, and the random effect model, and using different conditional expectations of first order inclusion probabilities given the study variable. The main feature of the present estimators is their behaviours in terms of the informativeness parameters.

Key words: General Linear Model, Informative sampling, Longitudinal Survey Data, Maximum Likelihood, and Sample distribution.

1. Introduction

Sampling designs for surveys are often complex and informative, in the sense that the selection probabilities are correlated with the variables of interest, even when conditioned on explanatory variables. In this case conventional analysis that disregards the informativeness can be seriously biased, since the sample distribution differs from that of the population. Most of the studies in social surveys are based on data collected from complex sampling designs. Standard analysis of survey data often fails to account for the complex nature of the
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sampling design such as the use of unequal selection probabilities, clustering, and post-stratification. The effect of the sample design on the analysis is due to the fact that the models in use typically do not incorporate all the design variables determining the sample selection, either because there may be too many of them or because they are not of substantive interest. However, if the sampling design is informative in the sense that the outcome variable (variable of interest) is correlated with the design variables not included in the model, even after conditioning on the model covariates, standard estimates of the model parameters can be severely biased, leading possibly to false inference. Pfeffermann (1993, 1996) reviews many examples reported in the literature that illustrate the effects of ignoring the sampling process when fitting models to survey data and discusses methods that have been proposed to deal with this problem, see also Skinner, Holt, and Smith (1989), Kasprzyk, Duncan, Kalton and Singh (1989), Hoem, (1989), and Chambers and Skinner (2003). It should be emphasized that standard inference may be biased even when the original sample is a simple random sample, due to non-response, attrition and imperfect frames that results in de facto a posterior differential inclusion probabilities.

To overcome the difficulties associated with the use of classical inference procedures for cross sectional survey data, Pfeffermann, Krieger and Rinott (1998) proposed the use of the sample distribution induced by the assumed population models, under informative sampling, and developed expressions for its calculation. Similarly, Eideh and Nathan (2006) fitted time series models for longitudinal survey data under informative sampling. Furthermore, Eideh (2008) fitted random effects or subject-specific effects models for analyzing normal data, which are assumed to be correlated, under the concept of informative sampling.

The plan of this paper is as follows. In Section 2 we define sample distribution and sample likelihood. In Section 3 we extract the sampled distribution of the multivariate normal distribution under informative sampling. In Section 4 we fit the general linear model for longitudinal survey data. Section 5 provides a discussion of the results.

2. Sample distribution and sample likelihood

Let $U = \{1,\ldots,N\}$ denote a finite population consisting of $N$ units. Let $y$ be the target or study variable of interest and let $y_i$ be the value of $y$ for the $i$th population unit. Let $x_i, i \in U$ be the value of an auxiliary variable(s), $x$, and $z = \{z_1,\ldots,z_N\}$ be the values of a known design variable, used for the sample selection process but not included in the working model under consideration. In what follows we consider a sampling design with selection probabilities $\pi_i = \Pr(i \in s) > 0$, and sampling weight $w_i = 1/\pi_i$ ; $i = 1,\ldots,N$. In practice, the $\pi_i$’s may depend on the population values $(x,y,z)$. We express this by
writing: \( \pi_i = \Pr(i \in s \mid x, y, z) \). The sample \( s \) consists of the subset of \( U \) selected at random by the sampling scheme with inclusion probabilities \( \pi_1, \ldots, \pi_N \). Denote by \( \mathbf{I} = (I_1, \ldots, I_N)' \) the \( N \) by 1 sample indicator (vector) variable such that \( I_i = 1 \) if unit \( i \in U \) is selected to the sample and \( I_i = 0 \) if otherwise. The sample \( s \) is defined accordingly as \( s = \{i \mid i \in U, I_i = 1\} \) and its complement by \( c = \bar{s} = \{i \mid i \in U, I_i = 0\} \). We assume probability sampling, so that \( \pi_i = \Pr(i \in s) > 0 \) for all units \( i \in U \).

We now consider the population values \( y_1, \ldots, y_N \) as random variables, which are independent realizations from a distribution with probability density function \( f_p(y_i \mid x_i, \theta) \), indexed by a vector parameter \( \theta \).

According to Krieger and Pfeffermann (1997), the (marginal) sample probability density function of \( y_i \) is defined as:

\[
\begin{align*}
f_s(y_i \mid x_i, \theta, \gamma) &= f_p(y_i \mid x_i, \theta, \gamma, i \in s) \\
&= \frac{\Pr(i \in s \mid x_i, y_i, \gamma)f_p(y_i \mid x_i, \theta)}{\Pr(i \in s \mid x_i, \theta, \gamma)} \\
&= \frac{E_p(\pi_i \mid x_i, y_i, \gamma)f_p(y_i \mid x_i, \theta)}{E_p(\pi_i \mid x_i, \theta, \gamma)} \quad (1)
\end{align*}
\]

where \( \theta \) is the parameter of the population distribution, \( \gamma \) is the parameter indexing \( \Pr(i \in s \mid x_i, y_i, \gamma) \) and

\[
E_p(\pi_i \mid x_i, \theta, \gamma) = \int E_p(\pi_i \mid x_i, y_i, \gamma)f_p(y_i \mid x_i, \theta)dy_i
\]

Having derived the sample distribution, Pfeffermann, Krieger and Rinott (1998) proved that if the population measurements \( y_i \) are independent, then as \( N \to \infty \) (with \( n \) fixed, where \( n \) is the sample size), the sample measurements are asymptotically independent, so we can apply standard inference procedures to complex survey data by using the marginal sample distribution for each unit. Based on the sample data \( \{y_i, x_i, w_i; i \in s\} \), we can estimate the parameters of the population model in two steps:

**Step-one:** According to Pfeffermann and Sverchkov (1999), estimate the informativeness parameters \( \gamma \) using the following relationship:

\[
E_s(w_i \mid x_i, y_i, \gamma) = 1/E_p(\pi_i \mid x_i, y_i, \gamma) \quad (2)
\]
Thus the informativeness parameters can be estimated using regression analysis. Denoting the resulting estimate of $\gamma$ by $\gamma \tilde{\gamma}$.

**Step-two:** Substitute $\gamma \tilde{\gamma}$ in the sample log-likelihood function, and then maximize the resulting sample log-likelihood function with respect to the population parameters, $\theta$:

$$ l_{rs}(\theta, \gamma) = l_{srs}(\theta) - \sum_{i=1}^{n} \log E_{p}(\pi_{i} | x_{i}, \theta, \gamma) $$

$$ = l_{srs}(\theta) + \sum_{i=1}^{n} \log E_{s}(w_{i} | x_{i}, \theta, \gamma) $$

where $l_{rs}(\theta, \gamma)$ is the sample log-likelihood after substituting $\gamma \tilde{\gamma}$ in the sample log-likelihood function and where

$$ l_{srs}(\theta) = \sum_{i \in s} \log \{ f_{p}(y_{i} | x_{i}, \theta) \} $$

is the classical log-likelihood obtained by ignoring the sample design.

### 3. Multivariate normal distribution under informative sampling

Most classical methods of multivariate analysis of continuous data are based on an examination of the structure of population mean vectors and covariance matrices. We consider the problem of estimating the mean vector $\mu$ and the covariance matrix $V$ of a vector of study variables $y$, from survey data obtained under informative sampling. The original theoretical basis for this is the multivariate normal distribution. The existing work in this area deals with the estimation problem when the sampling scheme is noninformative; see for example Smith and Holmes (1989).

The following theorem focuses on multivariate normal distribution under different modelling of the population conditional expectation of first order inclusion probabilities.

**Theorem 1.** Assume that the population distribution is $q$-dimensional multivariate normal with mean vector $\mu$ and covariance matrix $V$, that is:

$$ y_{i} = \left( y_{i1}, ..., y_{iq} \right) \sim N_{q}(\mu, V), i = 1, ..., N $$

Let $E_{p}(y_{ij}) = \mu_{j}$ and $Cov_{p}(y_{ij}, y_{ik}) = v_{jk}$, $i = 1, ..., N$; $j, k = 1, 2, ..., q$.

1. Under the exponential inclusion probability model – exponential sampling:
The sample probability density function of $y_i$ is:

$$f_s(y_i) = (2\pi)^{-0.5q}|V|^{-0.5} \exp\left[-0.5(y_i - (\mu + Va)^t V^{-1}(y_i - (\mu + Va)))\right]$$

(5)

That is, $y_i = (y_{i1}, \ldots, y_{iq})^t \sim N_q(\mu + Va, V)$, $i = 1, \ldots, n$. So that,

$$E_s(y_i) = E_p(y_i | i \in s) = \mu + Va = E_p(y_i) + Va$$

and

$$Var_s(y_i) = Var_p(y_i | i \in s) = V = Var_p(y_i)$$

2. Under the linear inclusion probability model – linear sampling:

$$E_p(\pi_i | y_i) = b_0 + b'y_i$$

(6)

$$= b_0 + \sum_{j=1}^{q} b_j y_{ij}$$

The sample probability density function of $y_i$ is:

$$f_s(y_i) = \frac{(b_0 + b'y_i)(2\pi)^{-0.5q}|V|^{-0.5} \exp\left[-0.5(y_i - (\mu + Va)^t V^{-1}(y_i - (\mu + Va)))\right]}{b_0 + b'(\mu)}$$

(7)

Furthermore,

$$E_s(y_i) = \mu + \frac{Vb}{b_0 + b'\mu}$$

(8a)

$$= E_p(y_i) + \frac{Vb}{b_0 + b'\mu}$$

and
\[ \text{Var}_s(y_i) = \text{Cov}_s(y_i) = \mathbf{V} - \frac{\mathbf{(Vb)(Vb)'}}{(b_0 + b\mu)^2} \]
\[ = \text{Var}_p(y_i) - \frac{\mathbf{(Vb)(Vb)'}}{(b_0 + b\mu)^2} \]  \hspace{1cm} (8b)

**Proofs:**

1. As an extension of equation (1), the sample probability density function of \( y_i \) is given by:

\[
f_s(y_i) = f_p(y_i | i \in s) = \frac{E_p(\pi_i | y_i)f_p(y_i)}{E_p(\pi_i)} \hspace{1cm} (9)
\]

So that,

\[
f_s(y_i) = \frac{\exp(a'y_i)(2\pi)^{-0.5}\left|\mathbf{V}\right|^{-0.5}\exp\left\{-0.5(y_i - \mu)'\mathbf{V}^{-1}(y_i - \mu)\right\}}{\exp(a\mu + 0.5a'\mathbf{V}a)} \hspace{1cm} (10)
\]

where \( Q = (y_i - \mu)'\mathbf{V}^{-1}(y_i - \mu) - 2a'(y_i - \mu) \).

Setting \( \mathbf{C}_i = y_i - \mu \), then \( Q \) can be written as: \( Q = \mathbf{C}_i'\mathbf{V}^{-1}\mathbf{C}_i - 2a'\mathbf{C}_i \).

Using theorems in multivariate statistical analysis, see Johnson and Wichern (1998), page 68, we have:

\[
Q = \mathbf{C}_i'\mathbf{V}^{-0.5}\mathbf{V}^{-0.5}\mathbf{C}_i - 2a'\mathbf{V}^{0.5}\mathbf{V}^{-0.5}\mathbf{C}_i
\]

Now let \( \mathbf{D}_i = \mathbf{V}^{-0.5}\mathbf{C}_i \), then:

\[
Q = \mathbf{D}_i'\mathbf{D}_i - 2a'\mathbf{V}^{0.5}\mathbf{D}_i
\]

\[
= \mathbf{D}_i'\mathbf{D}_i - 2a'\mathbf{V}^{0.5}\mathbf{D}_i + a'\mathbf{V}^{0.5}\mathbf{V}^{0.5}\mathbf{a} - a'\mathbf{V}^{0.5}\mathbf{V}^{0.5}\mathbf{a}
\]

\[
= (\mathbf{D}_i - \mathbf{V}^{0.5}\mathbf{a})(\mathbf{D}_i - \mathbf{V}^{0.5}\mathbf{a})' - a'\mathbf{V}a
\]

But \( \mathbf{C}_i = y_i - \mu \) and \( \mathbf{D}_i = \mathbf{V}^{-0.5}\mathbf{C}_i \), so that \( Q \) can be expressed equivalently as:
Thus, after substituting this expression of \( Q \) in (10), we get (5).

Hence the multivariate normal distribution in the sample is the same as in the population, except that the mean is shifted by the constant \( \mathbf{V} \). Notice that the sample probability density function does not depend on \( a_0 \). Note also:

\[
E_s(y_{ij}) = \mu_j + a_i v_{j1} + \ldots + a_j v_{jj} + \ldots + a_q v_{jq} \tag{11a}
\]

and

\[
\text{Var}_s(y_{ij}) = v_{jj}, \text{Cov}_p(y_{ij}, y_{ik}) = v_{jk}, j \neq k = 1, \ldots, q \tag{11b}
\]

Let us now compute the first two moments of this sample pdf. In order to do this we will use the moment generating function technique. The moment generating function of the sample probability density function is given by:

\[
M_s(u_i) = E(\exp(u_i'y_{ij})) = \int (\exp(u_i'y_{ij})) \frac{b_0 + b'y_{ij}}{b_0 + b'^{\prime}\mu} f_p(y_{ij}) dy_i
\]

\[
= \frac{b_0}{b_0 + b'^{\prime}\mu} M_p(u_i) + \frac{b'^{\prime}M_p(u_i)}{b_0 + b'^{\prime}\mu}
\]

where

\[
M_p(u_i) = \exp(u_i'\mu + .5u_i'\mathbf{V}u_i)
\]

and

\[
\frac{dM_p(u_i)}{du_i} = M_p(u_i)(\mu + \mathbf{V}u_i)
\]

Thus, we have:

\[
M_s(u_i) = \frac{M_p(u_i)}{b_0 + b'^{\prime}\mu}(b_0 + b'(\mu + \mathbf{V}u_i)) \tag{12}
\]

This equation gives explicitly the relationship between the population and the sample moment generating functions. Notice that the sample and population moment generating functions are different unless \( b = 0 \), in which case the sampling mechanism is noninformative.
Let \( R_s(u_i) = \log M_s(u_i) \). Differentiating this expression twice and setting \( u_i = 0 \), we get (8a) and (8b).

From (8a) and (8b), we can see that:

\[
E_s(y_{ij}) = \mu_j + \frac{b_j v_{ji} + \ldots + b_j v_{jj} + \ldots + b_q v_{jq}}{b_0 + b_1 \mu_1 + \ldots + b_j \mu_j + \ldots + b_q \mu_q}, \quad (13a)
\]

\[
Var_s(y_{ij}) = v_{jj} - \frac{(b_j v_{ji} + \ldots + b_j v_{jj} + \ldots + b_q v_{jq})^2}{(b_0 + b_1 \mu_1 + \ldots + b_j \mu_j + \ldots + b_q \mu_q)^2}, \quad (13b)
\]

\[
C_p(\nu_{ij}, y_{ij}) = v_{jj}, \quad (13c)
\]

for \( i = 1, \ldots, n, j \neq k = 1, 2, \ldots, q \).

Also \( Var_s(y_{ij}) \leq Var_p(y_{ij}) \) and the equality holds if and only if \( b = 0 \), that is when the sampling mechanism is noninformative. On the other hand, if \( b \neq 0 \), then the means the variances and the covariances change, in contradiction to what happens for the sample probability density function (5), where only the means change.

To illustrate the results, from now on, we only consider the particular cases of the exponential inclusion probability model – exponential sampling, see equation (4). The following are special cases of Theorem 1.

**Corollary 1.** (Univariate normal distribution, \( q = 1 \))

Let \( E_p(y_{i1}) = \mu_1 \) and \( Var_p(y_{i1}) = v_{i1} \). Under the exponential sampling:

\[
E_p(\pi_i | y_{i1}) = \exp(a_0 + a_1 y_{i1}), \quad (14)
\]

We get the following result:

\[
y_{i1} \sim N(\mu_1 + a_1 y_{i1}, v_{i1}) \quad (15)
\]

**Corollary 2.** (Bivariate normal distribution, \( q = 2 \)).

Let \( E_p(y_{i1}) = \mu_1, E_p(y_{i2}) = \mu_2, \ V \ a_p(y_{i1}) = v_{i1} \), \( V \ a_p(y_{i2}) = v_{i2} \). \( C \ a_p(y_{i1}, y_{i2}) = v_{i1} \) and \( \text{Cor}_p(y_{i1}, y_{i2}) = \rho_{12} \). Under the exponential sampling:

\[
E_p(\pi_i | y_{i1}, y_{i2}) = \exp(a_0 + a_1 y_{i1} + a_2 y_{i2}), \quad (16)
\]
and using the properties of multivariate normal distribution, see Johnson and Wichern (1998), page 171, we obtain the following results:

1. The joint sample probability density function of \((y_{i1}, y_{i2})\) is:

\[
(y_{i1}, y_{i2}) \sim N_2 \left( \begin{pmatrix} \mu_1 + a_1 v_{11} + a_2 v_{12} \\ \mu_2 + a_1 v_{21} + a_2 v_{22} \end{pmatrix}, \begin{pmatrix} v_{11} & v_{12} \\ v_{21} & v_{22} \end{pmatrix} \right) 
\]

(17a)

2. The sample marginal probability density functions of \(y_{i1}\) and \(y_{i2}\) are respectively given by:

\[
y_{i1} \sim N(\mu_1 + a_1 v_{11} + a_2 v_{12}, v_{11})
\]

(17b)

and

\[
y_{i2} \sim N(\mu_2 + a_1 v_{21} + a_2 v_{22}, v_{22})
\]

(17c)

3. The conditional sample probability density function of \(y_{i1}\) given \(y_{i2}\) is univariate normal distribution with conditional mean:

\[
E_s(y_{i1} | y_{i2}) = E_s(y_{i1}) + \rho_{12} \sqrt{\frac{v_{22}}{v_{11}}} (y_{i2} - E_s(y_{i2}))
\]

\[
= \mu_1 + a_1 v_{11} + a_2 v_{12} + \rho_{12} \sqrt{\frac{v_{11}}{v_{22}}} (y_{i2} - (\mu_2 + a_1 v_{21} + a_2 v_{22}))
\]

(17d)

and conditional variance:

\[
V_s(y_{i1} | y_{i2}) = v_{11} (1 - \rho_{12}^2) = V_p(y_{i1} | y_{i2})
\]

(17e)

That is,

\[
y_{i1} | y_{i2} \sim N \left( \mu_1 + \rho_{12} \frac{v_{11}}{v_{22}} (y_{i2} - \mu_2) + a_1 v_{11} (1 - \rho_{12}^2), v_{11} (1 - \rho_{12}^2) \right)
\]

(17f)

Notice that:

\[
E_s(y_{i1} | y_{i2}) = E_p(y_{i1} | y_{i2}) + a_1 V_p(y_{i1} | y_{i2})
\]

(17g)
4. Similarly, the conditional sample probability density function of $y_{i2}$ given $y_{i1}$ is:

$$y_{i2} \mid y_{i1} \sim N\left(\mu_2 + \rho_{12} \left(\frac{v_{22}}{v_{11}}\right)^{0.5} (y_{i1} - \mu_1) + a_2 v_{22} \left(1 - \rho_{12}^2\right), v_{22} \left(1 - \rho_{12}^2\right)\right) \quad (17h)$$

Thus, the sample and population probability density functions are different, but belong to the same family of distribution, which is normal. Also the change occurs only for the means and conditional means, whereas the variances, conditional variances, and covariance do not change.

In particular if $a_2 = 0$, that is the inclusion probabilities depend only on $y_{i1}$ (which is the case in panel surveys), then we have:

1. The joint sample probability density function of $(y_{i1}, y_{i2})$ is:

$$\left(y_{i1}, y_{i2}\right) \sim N_2\left(\begin{bmatrix} \mu_1 + a_1 v_{11} \\ \mu_2 + a_1 v_{12} \end{bmatrix}, \begin{bmatrix} v_{11} & v_{12} \\ v_{21} & v_{22} \end{bmatrix}\right) \quad (18a)$$

2. The marginal sample probability density functions of $y_{i1}$ and $y_{i2}$ are respectively given by:

$$y_{i1} \sim N\left(\mu_1 + a_1 v_{11}, v_{11}\right) \quad (18b)$$

and

$$y_{i2} \sim N\left(\mu_2 + a_1 v_{12}, v_{22}\right) \quad (18c)$$

3. The conditional sample probability density function of $y_{i1}$ given $y_{i2}$ is:

$$y_{i1} \mid y_{i2} \sim N_1\left(\mu_1 + a_1 v_{11} \left(1 - \rho_{12}^2\right) + \rho_{12} \left(\frac{v_{11}}{v_{22}}\right)^{0.5} (y_{i2} - \mu_2), v_{11} \left(1 - \rho_{12}^2\right)\right) \quad (18d)$$

4. The conditional sample probability density function of $y_{i2}$ given $y_{i1}$ is:

$$y_{i2} \mid y_{i1} \sim N_1\left(\mu_2 + \rho_{12} \left(\frac{v_{22}}{v_{11}}\right)^{0.5} (y_{i1} - \mu_1), v_{22} \left(1 - \rho_{12}^2\right)\right) \quad (18e)$$

Notice that the sample and population probability density functions of $y_{i2} \mid y_{i1}$ are the same, while the other sample and population distributions are different.

Birnbaum et al. (1950) studied the effect of selection performed on some coordinates of a multi-dimensional population, but from different point of view.

Notice that the sample and population pdf’s of $y_{i2} \mid y_{i1}$ are the same, while the other sample and population distributions are different.
Corollary 3. (Bivariate normal distribution, \( q = 2 \)).

Let 
\[
E_p(y_{i1}) = \mu_1, E_p(y_{i2}) = \mu_2, \quad \text{Var}_p(y_{i1}) = \nu_{11}, \quad \text{Var}_p(y_{i2}) = \nu_{22}, \quad \text{Cov}_p(y_{i1}, y_{i2}) = \nu_{12}
\]
and \( \text{Cor}_p(y_{i1}, y_{i2}) = \rho_{12} \). Under the linear model:

\[
E_p(\pi_i | y_{i1}, y_{i2}) = b_0 + b_1 y_{i1} + b_2 y_{i2}
\]

and using the properties of multivariate normal distribution, we have the following results:

1. The joint sample probability density function of \( (y_{i1}, y_{i2}) \) is:

\[
f_s(y_{i1}, y_{i2}) = \frac{b_0 + b_1 y_{i1} + b_2 y_{i2}}{b_0 + b_1 \mu_1 + b_2 \mu_2} f_p(y_{i1}, y_{i2})
\]

(19a)

2. Integrating (19a), with respect to \( y_{i2} \), we have:

\[
f_s(y_{i1}) = \int f_s(y_{i1}, y_{i2})dy_{i2} = \int \frac{b_0 + b_1 y_{i1} + b_2 y_{i2}}{b_0 + b_1 \mu_1 + b_2 \mu_2} f_p(y_{i1}, y_{i2})dy_{i2}
\]

\[
= \frac{1}{b_0 + b_1 \mu_1 + b_2 \mu_2} \left( \int b_0 f_p(y_{i1}, y_{i2})dy_{i2} + \int b_1 y_{i1} f_p(y_{i1}, y_{i2})dy_{i2} \right) + \frac{1}{b_0 + b_1 \mu_1 + b_2 \mu_2} \int b_2 y_{i2} f_p(y_{i1}, y_{i2})dy_{i2}
\]

\[
= \frac{1}{b_0 + b_1 \mu_1 + b_2 \mu_2} \left( \int b_0 f_p(y_{i1}, y_{i2})dy_{i2} + \int b_1 y_{i1} f_p(y_{i1}, y_{i2})dy_{i2} \right) + \frac{1}{b_0 + b_1 \mu_1 + b_2 \mu_2} \int b_2 y_{i2} f_p(y_{i1}, y_{i2})dy_{i2}
\]

\[
= \frac{1}{b_0 + b_1 \mu_1 + b_2 \mu_2} \left( b_0 f_p(y_{i1}) + b_1 y_{i1} f_p(y_{i1}) + b_2 f_p(y_{i1})E_p(y_{i2}|y_{i1}) \right) + \frac{1}{b_0 + b_1 \mu_1 + b_2 \mu_2} \int b_2 y_{i2} f_p(y_{i1}, y_{i2})dy_{i2}
\]

\[
= \left\{ \begin{array}{l}
b_0 + b_1 y_{i1} + \left( \mu_2 + \rho_{12} \frac{\nu_{22}}{\nu_{11}} (y_{i1} - \mu_1) \right) \\
(b_0 + b_1 \mu_1 + b_2 \mu_2) f_p(y_{i1})
\end{array} \right\}
\]

(19b)

3. Similarly, integrating (19a), with respect to \( y_{i1} \), we obtain the following marginal sample probability density function of \( y_{i2} \):

...
4. Using (19a), (19b), and (19c), we get the following conditional sample probability density function of \( y_{i2} \) given \( y_{i1} \):

\[
f_s(y_{i1} \mid y_{i2}) = \frac{f_s(y_{i1}, y_{i2})}{f_s(y_{i2})} = \frac{\frac{b_0 + b_1 y_{i1} + b_2 y_{i2}}{b_0 + b_1 \mu_1 + b_2 \mu_2} f_p(y_{i1}, y_{i2}) + \frac{b_0 + b_1 y_{i1} + b_2 y_{i2}}{b_0 + b_1 \mu_1 + b_2 \mu_2} f_p(y_{i2})}{\frac{b_0 + b_1 y_{i1} + b_2 y_{i2}}{b_0 + b_1 \mu_1 + b_2 \mu_2} f_p(y_{i1}, y_{i2}) + \frac{b_0 + b_1 y_{i1} + b_2 y_{i2}}{b_0 + b_1 \mu_1 + b_2 \mu_2} f_p(y_{i2})}
\]  

where

\[
E_p(y_{i1} \mid y_{i2}) = \mu_1 + \rho_{12} \left( \frac{v_{11}}{v_{22}} \right)^{0.5} (y_{i2} - \mu_2)
\]

5. Similarly, the conditional sample probability density function of \( y_{i2} \) given \( y_{i1} \) is:

\[
f_s(y_{i2} \mid y_{i1}) = \left\{ \frac{b_1 y_{i1} + b_2 y_{i2} + b_0}{b_2 E_p(y_{i2} \mid y_{i1}) + b_1 y_{i1} + b_0} \right\} f_p(y_{i2} \mid y_{i1})
\]  

where

\[
E_p(y_{i2} \mid y_{i1}) = \mu_2 + \rho_{12} \left( \frac{v_{22}}{v_{11}} \right)^{0.5} (y_{i1} - \mu_1)
\]

Thus, in this case we see that the sample probability density functions and population probability density functions are very different. Also notice that formulas (19b, c) are true, not only for the bivariate normal distribution, but for any joint probability density function of \((y_{i1}, y_{i2})\), provided that the marginal and conditional distributions and the corresponding moments exist.
The following theorem provides the maximum likelihood estimators of the mean vector $\mu$ and covariance matrix $V$.

**Theorem 2.** Assume $y_i = (y_{i1}, \ldots, y_{iq})\sim N_q(\mu, V), i = 1, \ldots, N$ are independent. Let $y_1, \ldots, y_n$ be a sample of size $n$ selected by informative sampling.

1. Under the exponential sampling – equation (4): the maximum likelihood estimators of $\mu$ and $V$ are given by:

$$\hat{\mu} = \bar{y} - \hat{V}\tilde{a}$$  \hfill (20a)

and

$$\hat{V} = n^{-1}\sum_{i=1}^{n}(y_i - \bar{y})(y_i - \bar{y})' = \{\hat{V}_{ij}\} = \{s_{ij}\}$$  \hfill (20b)

where $\tilde{a}$ is the least square estimator under the model:

$$E_s(w_i \mid y_i) = \exp(-a_0 - a'y_i), \quad \bar{y} = (\bar{y}_1, \ldots, \bar{y}_q)', \quad \bar{y}_i = n^{-1}\sum_{j=1}^{n}y_{ij}$$

and $\hat{V}_{ij} = s_{ij} = n^{-1}\sum_{k=1}^{n}(y_{ik} - \bar{y}_i)(y_{jk} - \bar{y}_j)$.

2. Under the linear sampling – equation (6): the maximum likelihood estimators of $\mu$ and $V$ are defined by the equations:

$$n\hat{V} = \sum_{i=1}^{n}(\bar{y} - \hat{\mu})(\bar{y} - \hat{\mu})'$$  \hfill (21b)

where $\tilde{b}_0$ and $\tilde{b}$ are the least squares estimators under the model:

$$E_s(w_i \mid y_i) = 1/(-b_0 - b'y_i).$$

Solve (21a) and (21b) iteratively. Start with classical maximum likelihood estimators.

**Proofs:**


**Step-one.** Estimation of informativeness parameters $a_0$ and $a$ via the relationship (2).

**Step-two.** After substituting $\tilde{a}$ in (5), the resulting sample log-likelihood is given by:
\[ l_n(\mu, V) = -0.5nq \log 2\pi - 0.5n \log |V| - 0.5 \sum_{i=1}^{n} (y_i - \mu^*)' V^{-1} (y_i - \mu^*) \] (22)

where \( \mu^* = \mu + V\tilde{a} \).

According to Johnson and Wichern (1998), page 182, the maximum likelihood estimators of \( \mu^* \) and \( V \) are given by:

\[ \hat{\mu}^* = \bar{y} \]

and

\[ \hat{V} = n^{-1} \sum_{i=1}^{n} (y_i - \bar{y})(y_i - \bar{y})' \].

Hence the result – equation (20).


**Step-one.** Estimation of informativeness parameters, \( b_0 \) and \( b \) via the relationship (2).

**Step-two.** After substituting \( \tilde{b}_0 \) and \( \tilde{b} \) in (7), the resulting sample log-likelihood is given by:

\[ l_{rs}(\mu, V) = -\frac{1}{2} n q \log 2\pi - \frac{1}{2} n \log |V| - \frac{1}{2} \sum_{i=1}^{n} (y_i - \mu)' V^{-1} (y_i - \mu)
\]

\[ - n b_0 + \tilde{b}_0 \tilde{\mu} \] (23)

Now, differentiating \( l_{rs}(\mu, V) \) with respect to \( \mu \) and \( V \), we can show that the maximum likelihood estimators of \( \mu \) and \( V \) are defined by equation (21).

The following corollary provides the maximum likelihood estimators of the mean \( \mu \) and the variance \( \sigma^2 \) when the population model is univariate normal and the sampling process is exponential and linear, which is a particular case of Theorem 2 with \( q = 1 \).

**Corollary 4.** Assume \( y_i \sim N(\mu, \sigma^2) \), \( i = 1, \ldots, N \) are independent. Let \( y_1, \ldots, y_n \) be a sample of size \( n \) selected under the following sampling schemes.

1. Exponential sampling. The maximum likelihood estimators of \( \mu \) and \( \sigma^2 \) are given by:

\[ \hat{\mu} = \bar{y} - \tilde{a}_i \hat{\sigma}^2 \] (24a)
and
\[ \hat{\sigma}^2 = s^2 = n^{-1} \sum_{i=1}^{n} (y_i - \bar{y})^2 \]  \hspace{1cm} (24b)

where \( \tilde{a}_1 \) is the least square estimator of the informativeness parameter \( a_1 \).

2. Linear sampling. The maximum likelihood estimators of \( \mu \) and \( \sigma^2 \) are given by:
\[ \frac{1}{\hat{\sigma}^2} \sum_{i=1}^{n} (y_i - \hat{\mu}) - nb_0 (\tilde{b}_0 + \tilde{b}_1 \hat{\mu})^{-1} = 0 \]  \hspace{1cm} (25a)

and
\[ \hat{\sigma}^2 = n^{-1} \sum_{i=1}^{n} (y_i - \hat{\mu})^2 \]  \hspace{1cm} (25b)

where \( \tilde{b}_0 \) and \( \tilde{b}_1 \) are the estimators of the informativeness parameters \( b_0 \) and \( b_1 \).

**Corollary 5.** Assume \( y_i = (y_{i1}, y_{i2})' N_2(\mu, \Sigma), i = 1, \ldots, N \). Under the exponential sampling – equation (4): the maximum likelihood estimators of \( \mu_1, \mu_2, v_{11}, v_{22}, v_{11} \) and are given by:
\[ \hat{\mu}_1 = \bar{y}_1 - \tilde{a}_1 s_{11} - \tilde{a}_2 s_{12} \]  \hspace{1cm} (26a)
\[ \hat{\mu}_2 = \bar{y}_2 - \tilde{a}_1 s_{21} - \tilde{a}_2 s_{22} \]  \hspace{1cm} (26b)
\[ \hat{\Sigma} = \begin{bmatrix} s_{11} & s_{12} \\ s_{21} & s_{22} \end{bmatrix} = \begin{bmatrix} s_{ij} \end{bmatrix}, i, j = 1, 2 \]  \hspace{1cm} (27)

4. Application – fitting general linear model for longitudinal survey data under informative sampling

4.1. Population model

Let \( y_{it}, i = 1, \ldots, N; t = 1, \ldots, T \) be the measurement on the \( i \)-th subject at time \( t = 1, \ldots, T \). Associated with each \( y_{it} \) are the (known) values, \( x_{itk}, k = 1, \ldots, p \), of \( p \) explanatory variables. We assume that the \( y_{it} \) follow the regression model:
\[ y_{it} = \beta_1 x_{it1} + \cdots + \beta_p x_{itp} + \epsilon_{it} \]  \hspace{1cm} (28)
where \( \varepsilon_{it} \) are random sequence of length \( T \) associated with each of the \( N \) subjects. In our context, the longitudinal structure of the data means that we expect the \( \varepsilon_{it} \) to be correlated within subjects.

Let \( y_{it} = (y_{i1}, \ldots, y_{iT}) \), \( x_{it} = (x_{it1}, \ldots, x_{itp}) \) and let \( \beta = (\beta_1, \ldots, \beta_p) \) be the vector of unknown regression coefficients. The general linear model for longitudinal survey data treats the random vectors \( y_{i}, i = 1, \ldots, N \) as independent multivariate normal variables, that is

\[
y_i \sim N_q(x_i \beta, V)
\]

where \( x_i \) is the matrix of size \( T \) by \( p \) of explanatory variables for subject \( i \), and \( V \) has \( (jk)^{th} \) element,

\[
v_{jk} = \text{cov}_p(y_{ij}, y_{ik}) = \sigma^2 \rho^{|t-s|}, \quad t, s = 1, \ldots, T
\]

Note that the correlation, \( v_{ts}/\sigma^2 \), between a pair of measurements on the same unit decays toward zero as the time separation between the measurements increases.

**Case1: The exponential correlation model:**
In this model, the \((t, s)^{th}\) element of \( V \) has the form:

\[
v_{ts} = \text{cov}_p(y_{it}, y_{is}) = \sigma^2 \rho^{|t-s|}, \quad t, s = 1, \ldots, T
\]

**Case2: The uniform correlation model:**
In this model, we assume that there is a positive correlation, \( \rho \), between any two measurements on the same subject. So that the \((t, s)^{th}\) element of \( V \) has the form:

\[
v_{ts} = \text{cov}_p(y_{it}, y_{is}) = \sigma^2 \rho, \quad t \neq s = 1, \ldots, T; \quad v_{tt} = \sigma^2, \quad t = 1, \ldots, T
\]

**Case3: Random effects models:**
Under this model the multivariate outcomes \( y_i = (y_{i1}, \ldots, y_{iT})^{\prime}, i = 1, \ldots, N \) are independent with mean vector and covariance matrix given respectively by:
\[ E_p(y_i) = (\beta_1, \ldots, \beta_T) = \mu \quad (32a) \]
\[ \text{cov}_p(y_i) = \sigma^2 J_T + \sigma^2 V_T = \sum \quad (32b) \]

where \( J_T \) denotes the \( T \) by \( T \) matrix all of whose elements are one, and the \( (t, t') \)th element of \( V_T \) is \( \rho^{|t-t'|}; t, t' = \ldots, T. \)

4.3. Sampling design

We assume a single-stage informative sampling design, where the sample is a panel sample selected at time \( t = 1 \) and all units remain in the sample till time \( t = T \). Examples of longitudinal surveys, some of which are based on complex sample designs, and of the issues involved in their design and analysis can be found in Herriot and Kasprzyk (1984), and Nathan (1999). In many of the cases described in these papers, a sample is selected for the first round and continues to serve for several rounds. Then, it is intuitively reasonable to assume that the first order inclusion probabilities, \( \pi_i \), depend on the population values of the response variable at the first occasion only, the values \( y_{i1} \), and on \( x_{i1} = (x_{i11}, \ldots, x_{i1p})' \), and the values of known design variable, \( \{z_1, \ldots, z_N\} \), used for the sample selection, but not included in the working model under consideration.

4.4. Sample distribution

Under exponential inclusion probability model:
\[ E_p(\pi_i | y_{i1}, x_{i1}) = \exp(a_0 + a_0 y_{i1} + a_1 x_{i11} + a_2 x_{i12} + \ldots + a_p x_{i1p}) \quad (33) \]

Using (29), (33) and Theorem 1, we have:
\[ y_i | x_i, \theta, a_0 \sim N_q(\mu^*, V) \quad (34) \]

where,
\[ \mu^* = [x_0' \beta + a_0 v_{11}, x_1' \beta + a_0 v_{12}, \ldots, x_p' \beta + a_0 v_{1T}]' \]

Note that \( y_{i,T-1} = (y_{i2}, y_{i3}, \ldots, y_{iT})' \). Alternatively, the sample probability density function of \( y_i \) can be written as:
\[ f_s(y_i | x_i) = f_s(y_{i1} | x_{i1}) f_p(y_{i,T-1} | y_{i1}, x_i) \quad (35) \]
where
\[
f_s(y_{i1} | x_{i1}, \theta, \gamma) = \frac{1}{\sqrt{2\pi \sigma_{v11}}} \exp\left[ - \frac{1}{2\sigma_{v11}} (y_{i1} - x_{i1}'\beta - a_0v_{11})^2 \right] \tag{36}
\]
\[
f_p(y_{i,T-1} | y_{i1}, x_i) = \frac{1}{(2\pi)^{T-1}|V_0^*|^{1/2}} e^{x_p \left[ \frac{1}{2} (y_{i,T-1} - \mu_{T-1})' (V_0^*)^{-1} (y_{i,T-1} - \mu_{T-1}) \right]} \tag{37}
\]
\[
\mu_{T-1} = E_p[y_{i,T-1} | y_{i1}, x_i] = \left[ x_{i1}'\beta + \frac{v_{11}^*}{v_{11}'} (y_{i1} - x_{i1}'\beta), \ldots, x_{iT}'\beta + \frac{v_{T1}^*}{v_{11}'} (y_{i1} - x_{i1}'\beta) \right]'
\]
with general term:
\[
v_{it'} = v_{i+1,t'+1} = (v_{11})^{-1} v_{i1,1'} v_{1,i'+1} ; t, t' = 1, \ldots, T - 1.
\]
So that we have the following sample model:
\[
y_{it} = \beta_0 + \beta_1 x_{it1} + \ldots + \beta_p x_{itp} + \epsilon_{it} = x_i'\beta^* + \epsilon_i ; i = 1, 2, \ldots, n. \tag{38}
\]
where \( \beta_0 = a_0v_{11} \), \( \beta^* = (\beta_0, \beta_1, \ldots, \beta_p)' \), \( x_i^* = (1, x_i) \) and the \( \epsilon_i \) are a random sequence correlated within subjects.

Note that if \( a_0 = 0 \), that is the sampling design is noninformative, then the population and sample models are the same.

4.5 Estimation

We consider three methods of estimation, namely: unweighted maximum likelihood, pseudo maximum likelihood, and two-step estimation based on the sample distribution.

4.5.1 Unweighted maximum likelihood

Maximum likelihood for the case where the sampling design is ignorable: the value of \( \theta = (\beta, V) \) that satisfy:
4.5.2. Pseudo maximum likelihood

The pseudo maximum likelihood estimator of $\theta = (\beta, V)$ is defined as the solution of:

$$
\hat{U}_w(\theta) = -\frac{1}{2} \sum_{i \in s} w_i \frac{\partial}{\partial \theta} \left[ q \frac{1}{n} \log 2\pi + 1 \ln |V| + \left\{ y_i - (\mu + V) \right\}' V^{-1} \left\{ y_i - (\mu + V) \right\} \right] = 0
$$

(40)

$$
\hat{U}_ws(\theta) = \sum_{i \in s} w_i \frac{\partial}{\partial \theta} \ln \left\{ f_s \left( y_{i1} | x_{i1} \right) \right\} + \frac{N}{n} \sum_{i \in s} \frac{\partial}{\partial \theta} \ln \left\{ f_p \left( y_{i,T-1} | y_{i1}, x_{i} \right) \right\} = 0
$$

(41)

For more discussion, see Eideh and Nathan (2006).

4.5.3. Two-step method

**Step one.** Estimate $a_0$ via the model:

$$
E_s \left( w_i \mid y_{i1}, x_{i1} \right) = \exp \left( -a_0^* - a_0 y_{i1} - a' x_{i1} \right).
$$

**Step two.** Using Theorem 2, the maximum likelihood estimators of $\beta^*$ and $V$ are defined as the solution of:

$$
\frac{\partial}{\partial \theta} l_{srs}(\beta^*, V) = -\frac{1}{2} \frac{\partial}{\partial \theta} \left\{ nq \log 2\pi + n \log |V| + \sum_{i=1}^n \left( y_i - \mu^* \right)' V^{-1} \left( y_i - \mu^* \right) \right\} = 0
$$

(42)

where $\beta^* = (\beta_0, \beta_1, \ldots, \beta_p)'$

and $\mu^* = [x_{i1}' \beta + a_0 v_{11}, x_{i2}' \beta + a_0 v_{12}, \ldots, x_{iT}' \beta + a_0 v_{1T}]'$.

4.6. Variance estimation

For variance estimation we use the inverse of Fisher information matrix and the bootstrap approach for variance, see Pfeffermann and Sverchkov (1999, 2003) and Eideh and Nathan (2006).
(a) Fisher information matrix approach:

The inverse of the observed Fisher information matrix evaluated at \( \hat{\theta} = (\hat{\beta}, \hat{V}) \) is given by:

\[
\hat{V}_{\hat{\theta}}(\hat{\theta}) = \left[I_{\hat{\theta}}(\hat{\theta})\right]^{-1}
= \left\{ -\frac{1}{n} \left[ \frac{\partial^2 l(\theta)}{\partial \theta' \partial \theta} \right]_{\theta = \hat{\theta}} \right\}^{-1}
\]

(b) Bootstrap approach:

Let \( \hat{\theta} = (\hat{\beta}, \hat{V}) \) be the sample maximum likelihood estimator of \( \theta = (\beta, V) \) based on any of the equations (39–42) and \( \hat{\theta}_b = (\hat{\beta}_b, \hat{V}_b) \) be the ML estimator computed from the bootstrap sample \( b = 1, \ldots, B \), with the same sample size, drawn by simple random sampling with replacement from the original sample – the sample drawn under informative sampling design. The bootstrap variance estimator of \( \hat{\theta} = (\hat{\beta}, \hat{V}) \) is defined as:

\[
\hat{V}_{\text{boot}}(\hat{\theta}) = \frac{1}{B} \sum_{b=1}^{B} \left( \hat{\theta}_b - \bar{\theta}_{\text{boot}} \right)' \left( \hat{\theta}_b - \bar{\theta}_{\text{boot}} \right)
\]

where

\[
\bar{\theta}_{\text{boot}} = \frac{1}{B} \sum_{b} \hat{\theta}_b.
\]

5. Conclusions

In this paper, we extend the definition of univariate sample distribution into multivariate random variables. Also, we consider a new method of estimating the parameters of the superpopulation model for analyzing multivariate normal observations from finite population when the sampling design is informative. Furthermore, the general linear model for longitudinal survey data under informative sampling using different covariance structures: the exponential correlation model, the uniform correlation model, and the random effect model, was fitted under informative sampling.

The main feature of the present estimators is their behaviours in terms of the informativeness parameters.

The paper is purely mathematical. The role of informativeness of sampling mechanism in adjusting various estimators for bias reduction, based on simulation study, under different population models and different modeling of conditional expectations of first order inclusion probabilities given response variable and
I hope that the new mathematical results obtained will encourage further theoretical, empirical and practical research in these directions.
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MODELS IN SURVEY SAMPLING

Carl-Erik Särndal

ABSTRACT

Models, especially in the form of assumed relationships between study variables and auxiliary variables, have influenced survey sampling theory and practice over the last four decades. Some of the early debates between the design-based school and the model-based school are revisited. In their pure forms, they offer two fundamentally different outlooks and approaches to inference in sample surveys. Complete reconciliation and agreement cannot be expected. But the tendency today is that each of the two approaches recognizes and profits from important elements in the other. We see an often fruitful interaction, as discussed in this article.

1. A polarization occurs

The objective in this article is to reflect on a topic that has received much attention, in discussions at conferences and seminars and, more formally, in articles and books. I am referring to the role of models in survey sampling theory and practice. My remarks do not attempt to paint a complete picture. They represent a few personal impressions and conclusions about a development in which I participated. Many important developments go unmentioned in the text that follows.

Behind the topic (in its modern aspect) lies a roughly forty year old split, or scientific conflict if one prefers. To assign a time span of forty years is of course rather arbitrary, but not without some good justification.

Among opinions that have been expressed: Why should survey samplers be different? Just about every other branch of statistics is built around modeling, why should survey samplers resist? Those who persist in the established tradition of survey sampling (the design-based framework), are they not keeping in step with the times? But recent years have brought a change: models are now well engrained in the design-based philosophy and practice as well.

Thus, a polarization occurred around four decades ago: design-based inference became contrasted with model-based (or model dependent) inference. These terms were not in common use before 1970. Today they are standard usage,
not only among specialists in survey sampling, but among other categories of scientists as well. After all these years, the issue is not settled; neither side is a winner.

Once an awareness had been created, and the basic differences between the two approaches had been made clear, many were attracted to the topic. There was a period of intellectual curiosity. What are, more precisely, the differences? Which estimators are favored (have better accuracy) under one or the other approach? Some took a categorical stand in favour of one approach, convinced that the other was wrong. Others were more neutral, content to understand and appreciate each approach for what it is, without taking any demonstrative position in favour of one or the other.

The early debates in the 1970’s and 1980’s took place for the most part in the arena of those “pure survey conditions” that I mention later. The survey practitioner, who seldom encounters pure conditions, feels uneasy at times about the incapacity of the standard theory (the design-based one) to address all the contingencies – nonresponse and many others – that affect surveys today.

Much has been written on the concept of models, and on their function, by authors with a philosophy of science perspective on economics, sociology or other disciplines. Serious model building is a maturing process, involving, over a long time, a thorough interplay between a theoretical content and empirical content. But in survey sampling, “the model” is often “a default statistical model”, a specification, suitable for the moment, of a formula for a hypothetical relationship between a study variable $y$ (one of the usually many in a survey) and those other variables called auxiliary, because something is known about them at a level beyond the sample itself. When the survey methodologist says “should we model it”, he/she is wondering whether to bring in some assumptions of relationship, unverifiable but not entirely out of place, to save survey resources or to bypass other practical difficulties.

2. The early debates

Two papers that made an impression on me as a young man, and on many others, were Brewer (1963) and Royall (1970). The first is titled *Ratio estimation and finite population: some results deductible from the assumption of an underlying stochastic process*. The second is titled *On finite population sampling under certain linear regression models*. (I cite full titles, because they in themselves convey a message.) While the second is traditionally cited, I personally assign much value also to Brewer’s 1963 contribution, a feeling underscored also by Brewer’s relentless and insightful efforts later to combine, and to seek the positive side of, both approaches, as I discuss later.

In those articles, Brewer and Royall examine a basic situation: The estimation of a population total $Y = \sum_{k \in s} y_k$, where $y_k$ is observed for all units $k \in s$, ...
where \( s \) is a probability sample from \( U = \{1, 2, ..., N\} \), and where population totals are known for one or more auxiliary variables. (I focus in this article on the estimation of finite population parameters called descriptive, such as totals, means and functions of totals. Inference about super-population parameters, called analytic, is a different story. Also, I do not address issues arising in the important area of longitudinal surveys.)

The design-based approach (although not referred to by that name until later) had become the ruling methodology, following Neyman (1934) and contributions in its footsteps during the 1940’s and 1950’s. In this approach, the probability structure for inferences comes from the randomization distribution, from the probabilities with which different samples are potentially drawn (although one and only one is realized in a survey). The statistical properties (mean, variance and so on) of an estimate are evaluated by averaging over all possible samples under the given sampling design. It is an unconditional distribution.

By contrast, Royall (1970) and his followers present a serious attempt to construct inferences from an alternative source, the model alone, conditionally on the set, \( s \), of units sampled from \( U \) in some way, not necessarily by probability sampling. Although Royall did not use the term, “model-based inference” quickly became a recognized concept and part of the standard terminology. This approach revived the old controversy dating back to the beginning of the 20th century. Forms of purposive (non-probability) sampling and balanced sampling had already been practiced in the 1890’s; the Norwegian experience attributed to Kiaer is frequently cited.

3. The literature in a context of pure conditions

A sometimes heated debate took place 1970-1990, principally among sampling theoreticians. The arena was one of “pure conditions”, or one may call it “debate on the foundations”.

Pure conditions address (with minor variations) the following situation: A probability sample \( s \) is drawn from the finite population \( U = \{1, 2, ..., k, ..., N\} \). The known design weight for unit \( k \) is \( d_k = 1/\pi_k \), where \( \pi_k = \Pr(k \in s) > 0 \) is the inclusion probability (whether to use the \( \pi_k \) or not in inference is a divisive question). The value \( y_k \) of the study variable \( y \) is recorded for all \( k \in s \). The objective is to estimate the population total \( Y = \sum_{k \in U} y_k \). Auxiliary information will be used, usually so that \( x_k \) is an auxiliary vector value known for \( k \in U \) (or, at a minimum, so that the total \( \sum_{k \in U} x_k \) is known, imported from an accurate source). Nonresponse, measurement error, frame error and other non-sampling errors are absent. There is only one study variable \( y \), although in practice most
surveys have many. No particular country, no particular survey is addressed; we are concerned with bare basics, the foundations.

Following the early debates in the 1970’s, many articles have been written on some aspect of estimation under pure conditions. They are valuable contributions to the literature, especially in the light of recent advances such as multilevel modeling, non-parametric regression modeling and others. But pure conditions have little to do with today’s harsh survey conditions with high nonresponse, frame errors and other imperfections. Still it is appropriate today to place a piece of research within the context of the pure conditions, and develop one’s topic within either of the two paradigms, the design-based one or the model-based (model dependent) one, and to get one’s theoretical article accepted in the best of journals.

In the decades following 1970 one took great interest in comparing estimators generated by one or the other approach, and, more importantly, in comparing the properties (bias, variance, and so on) under one or the other of the two frameworks. As a typical example of that period, I was concerned in Särndal (1978), *Design-based and model-based inference in survey sampling*, with exploring the possibilities under the two modes. I was not alone in this type of endeavor.

4. Passionate stands, and modeling as an act of taking responsibility

In their article *An evaluation of model-dependent and probability sampling inferences in sample surveys*, Hansen, Madow and Tepping (1983) took a spirited stand in favour of probability sampling inference (that is, design-based inference), as opposed to a model-dependent (model-based) inference. It was an attack perhaps not so much on the use of models as a concern about the lack of robustness of the model-based estimation. (Hansen and collaborators were not opposed to the idea of “giving models their just and appropriate place”; they had shown the rich possibilities of model oriented reasoning in their work on total survey error models.) As a discussant of that paper, Royall passionately defended his model-based view.

An influential participant in the early debates, Smith (1976a) also strongly favoured the model-based outlook: “The basic question to ask is why should finite population inference be different from inferences made in the rest of statistics? … My view is that survey statisticians should accept their responsibility for providing stochastic models for finite populations in the same way as statisticians in the experimental sciences”. Later, Smith’s position was to change dramatically, no doubt a result of careful inspection.

As Brewer (1999) notes, “Royall argued that survey sampling was out of step with statistics as a whole. Statisticians working in other fields used their data to build models and analyzed them in those terms … but survey statisticians were
using an entirely irrelevant source of probability structure not related to the data themselves but only to the manner in which they had been collected.”

The thought that design-based survey statisticians might fail to “take responsibility” for their design-based estimates is somewhat of an antithesis. Morris Hansen and other influential proponents of the design-based mode, from the 1940’s and on, were the opposite of “not responsible”, conscientious as they were to provide policy makers and authorities in government with impartial, defendable statistics. In fact, why should survey statisticians not be different from the experimentalists? Experiments are typically small, with relatively few units undergoing treatment, and focus is on hypothesis testing of treatment differences. By contrast, government surveys are large, multipurpose, and they cater to a different type of user.

5. Is reconciliation possible?

Now, if indeed differences exist, are they of crucial importance? Did the debate exaggerate them? Can the two approaches be reconciled? The verb “to reconcile” means both (a) to return to friendly relations and harmony, and (b) to make consistent or congruous or compatible. Both meanings are relevant here. Smith (1994) titles his Hansen lecture Sample surveys 1975-1990; An age of reconciliation? A hint of “not reconciled but coming fairly close” lies in the title of Brewer, Hanif and Tam (1988), How nearly can model-based prediction and design-based estimation be reconciled?

Smith (1994) notes “In the absence of models for the underlying social processes which are generally held to be true, model-based inferences lose all their desirable properties.” A discussant at that occasion also, Royall (1994) persisted: “Professor Smith’s paper … is an announcement of a dramatic change in his own thinking. … I will simply try to show that there must be errors in his reasoning, because his conclusion is wrong … He goes to the shocking extreme of advising … what is clearly wrong, namely quoting the unconditional standard error.”

The underlying statistical principles differ fundamentally; to make the two thought processes consistent and compatible is simply not possible: Design-based inference is “unconditional, referring to all possible probability samples under the given sampling design”; model-based inference “conditional, under the model, for the one and only realized sample”. That is an irreconcilable difference. Now, in a given situation, under comparable conditions, the estimators delivered by the two approaches may agree. But the variances and the mean squared errors do not generally agree. They refer to different conceptions of “long run repetitions”, over all possible samples in the design-based case, over all finite populations generated under the model in the other case. Nevertheless one can, in some situations at least, take action to also make measures of precision acceptable from both vantage points, as for example Särndal, Swensson and Wretman (1989) show in
The weighted residual technique for estimating the variance of the general regression estimator of the finite population total.

Not surprisingly, the literature has examined the compromise of “let us average over both”, that is, over both the distribution determined by the assumed model and the distribution determined by the randomized sample selection. One is led to consider the concept of anticipated variance (model-expected design-expected mean squared error).

Brewer in particular has contributed much to a vision of making the inferences palatable from both angles, the design-based one and the model-based one; Brewer (1999) argues “there is something substantial to be gained by using them in combination”, in a single estimator defendable from both sides. This theme is also developed in Brewer (1995), Combining design-based and model-based inference and in his book, Brewer (2002), Combined survey sampling inference; weighing Basu’s elephants.

The survey sampling literature has thus come to harbour two streams with fundamentally different starting points. But how does an individual statistician react? Must he/she choose sides? Can a self-respecting survey sampling statistician embrace both lines of thought, defending sometimes one, sometimes the other approach? I have observed colleagues and friends adopt different attitudes in regard to those questions. One option is to switch sides, depending on the practical problem at hand, as for example when one defends model-dependent inference in regard to the small area problem, while advocating, in other instances, a design-based approach. As for myself, I experience some difficulty with subscribing to a “double-natured ethic”. An adaptable attitude is however suggested in Smith’s (1994) remark: “My overall conclusion is that there is no single paradigm for statistical inference and that different classes of problems require different solutions. Instead of looking for unity we should concentrate on identifying the differences and enjoy the diversity of our subject. Complete reconciliation is neither possible nor desirable. Vive la différence.” But Smith’s own preference is stated in these words: “The case I am making is for procedural inference, and this refers to the unconditional randomization distribution. I now find the case for hard-line randomization inference based on the unconditional distribution to be acceptable … I now think that the framework for descriptive inference should be the unconditional distribution relating to the original sampling procedure.” This corresponds well with my own thinking since the early 1980’s.

6. Awareness not without risk of confusion.

The opposition design-based vs. model based may be perfectly clear and simple to experts in survey sampling, those who have regularly monitored the theoretical literature over the past 30 years. But have the discussions led by survey theoreticians created undesirable confusion in other fields, among
scientists who rely on statistics and understand a great deal about survey design and estimation, without being specialists? Some signs suggest that this has indeed occurred. Design-based inference is unconditional, model-based inference is conditional, that sounds simple, but explaining the implications to specialists in applied fields may not be a trivial task. In any case, it is interesting to note that the debate on the foundations among survey sampling specialists has reached beyond the science of statistics itself.

Forest research is an area where sampling has a long tradition, for example for the estimation of tree volume. A thorough review destined to researchers in that discipline is Gregoire (1998), *Design-based and model-based inference in survey sampling: appreciating the difference*. Although the article is essentially on the side of the design-based tradition, it is noted that recent times have led to a debate also in that discipline: “… current literature in forestry and ecology indicate much ongoing confusion about the distinction between these two modes of inference. A failure to appreciate the underpinnings of one or the other mode of inference could lead to needless abandonment of a survey design that might otherwise be ideal for purposes of scientific inquiry.”

Other examples of “uncertainty and confusion” could be mentioned. From the field of neuromorphology comes an article by Geuna (2000) titled *Appreciating the difference between design-based and model-based sampling strategies in quantitative morphology of the nervous system*. This author states “New technical procedures have been devised and applied successfully to neuromorphological research. However … one element of confusion is related to uncertainty about the meaning, implications, and advantages of the design-based sampling strategy that characterize the new techniques.” In this scientific discipline, the design-based alternative appears to be the novelty, a challenger to an earlier established model-based view. This confirms the impression that in any given science, one of the two views is the well entrenched one, the other being an intruder that must fight a battle to be recognized.

To explain (to readers other than the experts) the basic difference between the unconditional (design-based) and the conditional (model-based) mode may be comparatively easy. However, the task of explaining is further complicated by the rise in the last 25 years of mixture modes: Design-based inference can be (and is usually) model assisted, while, on the other side, the model-based inference can or should account for the randomized sample selection. The next few sections examine those proliferations.

7. They cannot live without one another

How did models influence the classical design-based survey statisticians, those who built the design-based tradition, by books and influential articles, in the 1940’s to 1960’s? By all signs, models had a place in their thinking, but they were “not explicit”. These writers did not abhor models, but apparently they abstained,
except in rare occasions, from stating them, as if there was no need to be explicit. For example, models were used in a variety of ways to design samples, in modeling (or, less pretentiously, just guessing) stratum variances to determine strata sampling fractions.

Now today, given that the two fundamentally different lines of thought exist, can the proponents of the design-based vision proceed effectively without reference to models? Can proponents of the model-based approach work without any reference to the features of the randomized sample selection? The answer is “no” in both cases. It is very hard to maintain that “elements of the other” should not be present; only the most “hard-core defendants” (if they still exist at this time) of either approach would pretend otherwise.

In each approach, the need is felt to “account for the other”, to integrate aspects of the other. For design-based people, the challenge was, from the 1980’s and on, to make models explicit in the formal presentation. For the model-based people the challenge was, and still is, to make the formal presentation (notably the model statements) reflect and incorporate the randomized sample selection.

Brewer (1999) describes how design-based theory underwent a change from implicit to explicit usage of models: “The ratio estimator … provides a good example of the way in which models of the population were long used in an implicit fashion by design-oriented survey statisticians. The essential difference between ordinary design-based inference and model assisted survey sampling is that the latter brings such implicit assumptions into the open … Early examples may be found in Cochran (1953, 1963, 1977), Brewer (1963) and Foreman and Brewer (1971), but it was definitely established as the dominant version of the design-based approach with the publication of Särndal, Swensson and Wretman (1992).” It was apparent to my co-authors and me, in the mid-1980’s when essential parts of Model Assisted Survey Sampling were written, that “the marriage had to take place”. We opted for the alternative "design-based assisted by models”. A broader perspective opened up for models inside the design-based framework; “the dominant version” it became, perhaps, but I like to see it as a “necessary version”, considering how those of us in design-based sampling theory experienced the field in the 1980’s.

Another example of design-based accommodation to model features becomes apparent when we look at the sample selection stage. The appealing idea of balanced sampling resided in the tradition of purposive, non-randomized selection, that is, the idea that sample means of auxiliary variables should, roughly at least, equal their known population counterparts. The challenge is: Find a proper probability sampling device (thus placed within randomization theory) that is certain to deliver a balanced sample. An answer is the cube method of Deville and Tillé (2004); by ingenious randomization, we select only among samples guaranteed to be (almost) balanced; the randomization device seeks only among “good, balanced samples” and selects one of those.

So it was almost by necessity that the scientific evolution brought, as one possibility, the model assisted design-based perspective and, as a second
possibility, a model-based (model dependent) design-influenced perspective. The latter calls for integrating the features of the randomized sample selection (stratified sampling, two-stage sampling and so on) in the model statement. For example, Smith (1976b), in his model-based period, challenges the design-based model assisted GREG (for generalized regression estimator) in Cassel, Särndal and Wretman (1976): “Why should the selection probabilities, \( p \), take any precedence over the model \( \xi \)? … The design \( p \) is at the choice of the statistician and would usually be based on prior information about the population which should already be embodied in \( \xi \)”.

The second possibility is also explicit in Kott (2005), Randomization-assisted model-based survey sampling. His position, “long espoused in public”, is that “the dominant model-assisted (randomization-based) survey sampling paradigm, although fruitful in many ways, should be supplanted by a randomization-assisted model-based one. That is because inference should be based on the sample actually observed rather than averaged over all potential samples.”

Also in a model-based vein, Little (2003) states, in To model or not to model? Competing modes of inference for finite population sampling: “Models need to properly reflect features of the sample design such as weighing, stratification and clustering, or (model-based) inferences are likely to be distorted” . He points out that models of high complexity can now be entertained: “Computational power has expanded dramatically since the days of early model versus randomization debates, and much can be accomplished using software for mixed models in the major statistical packages.” But needless to say, these advanced models are now also incorporated in the design-based model assisted framework.

8. Models as assistants

The model assisted design-based approach is thus a means of bringing model features into the open without upsetting the design-based basis for inference. The characteristics of the model are not crucial to the validity of the design-based inferences.

In the randomization/model marriage that produced the model assisted outlook, the models play an obedient role. A relationship between \( y \) and \( x \) is taken into account, but “its truth” is not essential; it remains in the background, lacking the influential role it would have in model-based inference.

Science thrives by arguments and counterarguments. As one can expect, criticism has been levied of this seemingly subservient role of the model: The design-based inferences are recognized as “robust”, but may be less efficient than they could be; it is argued that the full potential of “a correct model” is not realized, that the model denied its justified, more influential role, and so on.

Smith (1994) points out that “randomizers should not make concessions towards predictive inference”. The advent of the model assisted design-based approach granted randomizers this freedom. Nevertheless, this approach still
resides essentially within “pure conditions”. It requires, ideally at least, an absence of nonresponse and other non-sampling errors. I return later to the question of survey nonresponse.

9. Looking beyond the pure conditions: The practice of survey sampling

Three articles by Kalton (1981, 1983, 2002) are titled Models in the practice of survey sampling, the third one with the addition “revisited”. I examine these contributions with particular interest; they are highly relevant in a discussion on the role of models in survey sampling, because they examine the confrontation of theory with thorny practical matters, leaving aside the theoretician’s predilection for “pure conditions” and “foundations”.

Kalton (2002) notes that: “Models are widely used within the design-based mode of inference, both in sample design and in estimation, but in a “model-assisted” manner so that the validity of the survey estimates does not depend on the validity of the model assumptions.” However, as this author goes on to say, “Valid design-based inferences require that nonresponse and other non-sampling errors be of next-to-negligible extent … The design-based approach … for descriptive analysis of large scale surveys … cannot fully address all problems of making inferences … Although design-based inference is the standard form of inference with large-scale sample surveys, in practice some reliance on model-dependent inference is necessary.” These phrases reflect a regret that the standard theory (the design-based one), although preferred and held in high regard by practitioners, does not provide answers for all circumstances. The words “cannot fully assess address all the problems” and “some reliance on models” are crucial. What role, more precisely, should then be attributed to models?

10. Models as crutches

Kalton (2002) states: “My general approach to the use of model-dependent methods for descriptive estimation is to treat the model as a crutch, to be used only to the extent that the survey data cannot fully support the desired estimates. If the sample is strong enough, and if there is no weakness from missing data, then design-based inferences alone will serve well.”

“To treat the model as a crutch” is a colorful image. It is not entirely misplaced to view the design-based theory as a handicapped guide for practice, one that is in need of support from artificial devices (models) to meet the needs. A certain gap exists between the practical reality and the pure design-based theory that is supposed to back up that practice.

This suggests an approach, rather informal and unstructured, in which models are brought to bear, whenever needed to supplement or mend the ailing theory. On the other hand, it might imply a somewhat uncontrolled “model interference”
to overcome survey imperfections. Also, the pure concepts of design-based unbiasedness and design-based variance become compromised. For example, what value is there in computing the design-based variance of survey estimates when the unknown squared bias (arising for example when missing data are imputed) is likely to be the dominating component of the mean squared error?

The weakness “sample not strong enough” is invoked in practically all the literature on model dependent small area estimation, where it breeds the idea of “borrowing strength” from data outside the domain, something which necessarily brings a presence of models in the construction of a small area estimator.

11. Critical areas: Small area estimation and nonresponse

In design-based practice, the predicament of “sample not strong enough” occurs often. Kalton (2002) continues: “… many of the developments in survey sampling in the past quarter century have been concerned with the application of model-dependent methods to address such problems as missing data and small area estimation”. To my mind also, missing data and small area estimation, have clearly stood out (and still do) as two significant and critical areas (or testing grounds) for the reliance on models in survey sampling. They do so for different reasons.

Design-based inference, the standard in practice, grew out of a theory for essentially pure conditions; it “cannot fully address” estimation with missing data or for small areas. The reasons for failure are different in the two cases: For very small areas or sub-populations, the total sample size is insufficient to deliver acceptable design-based precision. For the missing data (or nonresponse) problem, it is the unknown response mechanism and the unknown response probabilities that are the root of the problem.

In both cases, taking measures to make the standard theory functional is viewed not as a scientific necessity, but rather as being too expensive. Increasing the response rate, by follow-ups and other measures, to reach “decent levels of response” is deemed prohibitively expensive, as is an increase in total sample size up to a point where well-supported design-based estimates become possible not only for large sub-populations but also for small ones. But the statistician is expected to cope with the poor prospects.

Kalton (2002) notes: “From the design-based perspective, the approach to estimation for small areas is first to seek direct estimators of adequate precision, making full use of auxiliary information in a model-assisted way. When that approach fails, it becomes necessary to resort to indirect estimators that depend on statistical models.” The approach fails, because in our time pressure is imminent to produce numbers on any tiny group in society, without a willingness to supply the funds needed to do that with adequate precision. Hence, model-dependent small area estimation theory becomes one of the crutches, to use that colorful
term; that theory drops from the start any ambition to build inferences on the randomization distribution.

The missing data syndrome is one from which practically all surveys suffer today. Nonresponse rates are very high and all the time increasing. The dominating line of thought is to mend, or repair, the design-based inferences through imputation and/or nonresponse weighting adjustment. Both are viewed as forms of “model intervention”. I return to the nonresponse question in Section 13.

12. The calibration perspective

Another angle of the questions of “models or not?” and “models to what extent?” becomes apparent with the increased popularity in the last fifteen years of calibration theory and practice. The procedure of attaching weights to the observed values of a study variable, and to sum the weighted values, has always appealed to survey samplers, especially the practitioners. The idea to make the weight system respect “control totals” is also old. Weighting by poststratification is among the simplest and oldest examples of calibration. Deming (1943), in the book *Statistical Adjustment of Data*, focused on making the weights conform to marginal counts of cross-classified tables; this became known as the raking ratio method. Long tradition and expertise in “controlled weighting” are evident at the US Bureau of the Census, as seen for example in Alexander (1987), and in other important survey organizations, such as I.N.S.E.E. in France. The modern term is *calibration* (on auxiliary information); Deville and Särndal (1992), in *Calibration estimators in survey sampling*, contributed a more general and more complete view of that methodology.

To survey practitioners, the prime motivation for calibration is not as much the potential for increased accuracy as rather the desire to “achieve consistency”, within a design-based perspective, with known or estimated statistics from other sources or survey occasions. In that frame of mind, a modeling of y-to-x relationships is secondary. Nevertheless, the aims of calibration are twofold: (i) realizing consistency and (ii) improving accuracy, reducing both bias (due to nonresponse for example) and variance.

The practitioner understands perfectly well the motivation behind calibration and its results. The theoretician on the other hand is looking for models behind the procedure and when he/she has difficulty identifying them, a natural reaction is that “models are there somehow, but they are skillfully hidden”. Thus estimation by calibration brings the question of “the role of models” to a critical test.

The model assisted design-based GREG estimator of the 1980’s was an offspring of the idea that a relationship between a study variable y and the auxiliary vector x can be exploited to improve precision; that was the prime motivation. It was my view, too, and I arrived at calibration through the back door, so to speak. I recall my surprise, almost stupefaction, at my insight in the early 1980’s that the model assisted design-based GREG has an expression as a
weighted sum, $\sum_{k} w_k y_k$, with a weight system that has the intriguing property $\sum_{k} w_k x_k = X$, stating that the weights $w_k$ for $k \in s$ are consistent with the auxiliary information $X$ for the survey, where for example $X = \sum_{U} x_k$, a known vector total for the population. Today this calibration property is a self-evident and trivial consequence. I was surprised because that property seemed so remote from, or incongruent with, my vision at the time of the relationship $y$-to-$x$ (and the prospect of a reduced variance) as the sole driving force. But one’s vision can change, as exemplified earlier in this article.

I find the essence of calibration theory particularly striking when applied to estimation for surveys with nonresponse. There the question of “use of models or not” receives a different twist, contrasting with the common view, noted earlier, that nonresponse necessitates a reliance on modeling, notably a modeling of the unknown response mechanism.

13. Calibration for nonresponse adjustment

A probability sample $s$ is drawn from the population $U = \{1, 2, ..., k, ..., N\}$. The known design weight is $d_k = 1/\pi_k$. Nonresponse occurs; the study variable value $y_k$ is observed only for the response set $r$, where $r \subset s \subset U$. How $r$ was generated is unknown. With suitably specified weights $w_k$, an estimator $\hat{Y} = \sum_{r} w_k y_k$ of $Y = \sum_{U} y_k$ is computed on the data $y_k$ observed only for $k \in r$. In particular, we can use calibrated weights, made to satisfy $\sum_{r} w_k x_k = X$, where $X$ summarizes the appropriate information for the auxiliary vector $x_k$; such weights are

$$w_k = d_k \{1 + (X - \sum_{r} d_k x_k) (\sum_{r} d_k x_k x_k^T)^{-1} x_k\}.$$

As presented in for example Särndal and Lundström (2005), *Estimation in surveys with nonresponse*, the information may be of two kinds: At the population level, transmitted by the vector $x_k^*$, and at the sample level, transmitted by $x_k^\circ$, both vector values known for all $k \in s$, that is, for respondents and for nonrespondents. The population total $\sum_{U} x_k^*$ is known, consisting for example of (updated) census counts on groups based on age, sex and region. The total $\sum_{U} x_k^\circ$ is unknown but is estimated without bias by $\sum_{s} d_k x_k^\circ$, where $x_k^\circ$ may express features of the data collection and other survey operations. Then we compute the calibrated weights.
so that \( \sum_r w_k x_k = X \) holds with \( x_k = \begin{pmatrix} x_k^* \\ x_k^\circ \end{pmatrix} \) and \( X = \begin{pmatrix} \sum_U x_k^* \\ \sum_s d_k x_k^\circ \end{pmatrix} \), implying \( \sum_r w_k x_k^* = \sum_U x_k^* \) and \( \sum_r w_k x_k^\circ = \sum_s d_k x_k^\circ \). In this procedure \( X \) represents the “clearly stated information” that one decides to use. That clear message is not enough for the modeler. He/she deplores a lack of a “clearly stated model assumptions”, and may conclude that “calibration is a black box”. In this and other applications, the calibration approach, with its emphasis on the information on which to calibrate rather than on modeled relationships, is received with suspicion by some.

14. Conclusion

The design-based perspective on survey sampling was, at least in its earlier years, hailed as “the scientific approach” to inquiries about human or other finite populations. The period 1940 to 1960 was a breakthrough, the heyday of the clean, trustworthy design-based theory. Today, judicious survey statisticians feel, with some justification, that survey sampling can be redeemed as a scientific field for future generations only by making it fully appreciated by “the other branches of statistics”. There is a belief that this must necessarily happen, through a use of ever more advanced models. I am not convinced. Advances in modeling have taken place in the past few decades. Still, my impression is that while the models serve a useful purpose in the design-based model assisted theory, they must become much stronger to be “good enough” for a model-based theory, stronger not only in their mathematical formulation, but also in their capacity to grasp the real nature (the underlying social processes) of a relationship \( y \)-to-\( x \), and this not only for one isolated \( y \)-variable, but for every one of those many that partake in a large survey.
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ON EFFICIENT DIFFERENCE TYPE ESTIMATORS

A. K. P. C. Swain

ABSTRACT

This paper considers a more efficient difference type estimator in a finite population set-up. Ratio type and regression type estimators are derived as special cases. Further efficiencies of these estimators are compared with classical ratio and regression estimators. Numerical illustrations are provided to compare efficiencies of different competitive estimators.

Key words: Difference type, Ratio type and Regression type estimators, Efficiencies of estimators, Auxiliary information, Simple random sampling without replacement.

1. Introduction

In sample surveys, ratio and regression estimators are often used to make use of auxiliary information to produce more efficient estimators compared to estimator based on simple mean per unit of the study variable.

The literature on ratio and regression methods is quite extensive. Many researchers, such as Bedi and Hajela (1984), Gupta (1978), Pandey (1980), Prasad (1986), Ray and Singh (1981), Rao (1978), Rao (1993), Ray and Sahai (1980), Srivastava (1967), Tailor and Sharma (2009) and others, have come forward to suggest more methods of improving precision of conventional ratio and regression estimators under certain conditions.

In the following we shall consider some more efficient difference type, ratio type and regression type estimators to estimate the population mean of the study variable in the presence of auxiliary information.
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2. Generalized Difference type estimator

Let there be a finite population $U$ consisting of $N$ identifiable units $U_1, U_2, \ldots, U_N$. On the $i^{th}$ unit a paired value $(Y_i, X_i)$, $(i = 1, 2, \ldots, N)$ is attached where $Y_i$ and $X_i$ $(i = 1, 2, \ldots, N)$ are realized values of the study variable $y$ and auxiliary variable $x$ respectively.

Define $\bar{Y}$ and $\bar{X}$ as the population means of $y$ and $x$ respectively where

$$\bar{Y} = \frac{1}{N} \sum_{i=1}^{N} Y_i \quad \text{and} \quad \bar{X} = \frac{1}{N} \sum_{i=1}^{N} X_i.$$ For a simple random sample ‘s’ of size $n$ drawn without replacement from the finite population $U$, define the sample means of $y$ and $x$ as $\bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i$ and $\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i$ respectively.

In order to estimate the population mean $\bar{Y}$, define the generalized difference type estimator

$$\hat{Y}_d^* = \alpha \bar{y} + d \left( \bar{X} - \bar{x} \right),$$

(2.1)

where $\alpha$ is a suitably chosen scalar and $d$ is a known constant or a random variable converging in probability to a constant.

$\hat{Y}_d^*$ is a biased estimator with bias equal to

$$\text{Bias} \left( \hat{Y}_d^* \right) = E \left( \hat{Y}_d^* \right) - \bar{Y}$$

$$= \alpha \bar{Y} - \bar{Y} = (\alpha - 1) \bar{Y},$$

(2.2)

The mean square error of $\hat{Y}_d^*$ is given by

$$\text{MSE} \left( \hat{Y}_d^* \right) = \alpha^2 V \left( \bar{y} \right) + d^2 V \left( \bar{x} \right) - 2\alpha d \text{ Cov} \left( \bar{y}, \bar{x} \right) + \left( \alpha - 1 \right)^2 \bar{Y}^2$$

(2.3)

The value of $\alpha$ which minimizes $\text{MSE} \left( \hat{Y}_d^* \right)$ is

$$\alpha_{opt} = \frac{d \text{ Cov} \left( \bar{y}, \bar{x} \right) + \bar{Y}^2}{V \left( \bar{y} \right) + \bar{Y}^2},$$

(2.4)

Thus, the minimum $\text{MSE}$ of $\hat{Y}_d^*$ to $O \left( \frac{1}{n} \right)$ is given by
\[ MSE \left( \hat{Y}_{d}^{*} \right)_{\text{min}} \approx \frac{\theta \left( S_y^2 + d^2 S_x^2 - 2dS_{yx} \right)}{\left( 1 + \theta C_y^2 \right)^2}, \quad (2.5) \]

Where, \( S_y^2 = \frac{1}{N-1} \sum (Y_i - \bar{Y})^2, \)
\( S_x^2 = \frac{1}{N-1} \sum (X_i - \bar{X})^2, \)
\( S_{yx} = \frac{1}{N-1} \sum (Y_i - \bar{Y})(X_i - \bar{X}), \)
\( C_y^2 = \frac{S_y^2}{\bar{Y}^2}, \)

and \( \theta = \left( \frac{1}{n} - \frac{1}{N} \right). \)

3. Ratio type estimator

Substituting \( d = r = \frac{\bar{Y}}{\bar{X}} \) in (2.1), the ratio type estimator is given by

\[ \hat{Y}_{R}^{*} = \alpha \bar{Y} + r(\bar{X} - \bar{x}). \quad (3.1) \]

Assuming that the bias in \( r \) is negligible for large samples, the values of \( \alpha \), which minimizes \( MSE \left( \hat{Y}_{R}^{*} \right) \) is

\[ \alpha_{opt} = \frac{1 + \theta \rho C_y C_x}{1 + \theta C_y^2}, \quad (3.2) \]

where \( C_y \) and \( C_x \) are the coefficients of variation of \( y \) and \( x \) respectively and \( \rho \) is the correlation coefficient between \( y \) and \( x \).

Thus, the minimum \( MSE \) of \( \hat{Y}_{R}^{*} \) to \( O \left( \frac{1}{n} \right) \) is,

\[ MSE \left( \hat{Y}_{R}^{*} \right) = \bar{Y}^2 \left[ \theta \left( C_y^2 + C_x^2 - 2\rho C_y C_x \right) \right] \left( 1 + \theta C_y^2 \right)^{-2} \quad (3.3) \]

The classical ratio estimator \( \hat{Y}_{R} = \left( \frac{\bar{Y}}{\bar{X}} \right) \bar{X} \) has the mean square error to \( O \left( \frac{1}{n} \right) \), given by
\[ \text{MSE}\left( \hat{Y}_R \right) = \theta \bar{Y}^2 \left( C_y^2 + C_x^2 - 2 \rho C_y C_x \right). \] 

(3.4)

It may be verified that \( \text{MSE}\left( \hat{Y}_{R}^* \right) \leq \text{MSE}\left( \hat{Y}_R \right) \), showing thereby that \( \hat{Y}_{R}^* \) is more efficient than \( \hat{Y}_R \).

4. Regression type estimators

Putting \( d = \hat{\beta} \), where \( \hat{\beta} \) is all estimate of regression coefficient of \( y \) on \( x \), we have the regression type estimator (Kaur, 1985), given by

\[ \hat{Y}_{\text{Reg}}^* = \alpha \bar{y} + \hat{\beta} \left( \bar{X} - \bar{x} \right). \] 

(4.1)

Neglecting bias in \( \hat{\beta} \) for large sample, we have

\[ \text{Bias}\left( \hat{Y}_{\text{Reg}}^* \right) = (\alpha - 1) \bar{Y}. \] 

(4.2)

The value of \( \alpha \) which minimizes the \( \text{MSE}\left( \hat{Y}_{\text{Reg}}^* \right) \) is

\[ \alpha_{\text{opt}} = \frac{1 + \theta \rho^2 C_y^2}{1 + \theta C_y^2}. \] 

(4.3)

Thus, the minimum \( \text{MSE} \) of \( \hat{Y}_{\text{Reg}}^* \) is

\[ \text{MSE}\left( \hat{Y}_{\text{Reg}}^* \right) = \theta \bar{Y}^2 C_y^2 \left( 1 - \rho^2 \right) \left( 1 + \theta C_y^2 \right)^{-2}, \] 

(4.4)

which is less than the approximate \( \text{MSE} \) of the conventional linear regression estimator \( \hat{Y}_{\text{Reg}} = \bar{y} + \hat{\beta} \left( \bar{X} - \bar{x} \right) \), given by

\[ \text{MSE}\left( \hat{Y}_{\text{Reg}} \right) = \theta \bar{Y}^2 C_y^2 \left( 1 - \rho^2 \right). \] 

(4.5)

However, the estimator \( \hat{Y}_{\text{Reg}}^* \) happens to be a special case of a generalized estimator

\[ \hat{Y}_G = K_1 \bar{y} + K_2 \left( \bar{X} - \bar{x} \right), \] 

(4.6)
where $K_1$ and $K_2$ are suitably chosen constants to be determined by minimizing $MSE\left(\hat{\gamma}_G^*\right)$.

Thus,

$$MSE\left(\hat{\gamma}_G^*\right) = K_1^2 V(\bar{y}) - 2K_1K_2 \text{Cov}(\bar{y}, \bar{x}) + K_2^2 V(\bar{x}) + (K_1 - 1)^2 \bar{Y}^2. \quad (4.7)$$

The optimum values of $K_1$ and $K_2$ are

$$K_2 = K_1\beta \quad \text{and} \quad K_1 = \left[1 + \theta C_y^2\left(1 - \rho^2\right)\right]^{-1}, \quad (4.8)$$

where $\beta$ is the population regression coefficient of $y$ on $x$. As such, the minimum mean square error of $\hat{\gamma}_G^*$ to $O\left(\frac{1}{n}\right)$ is given by

$$MSE\left(\hat{\gamma}_G^*\right)_{\text{min}} = \theta \bar{y}^2 C_y^2 \left[1 + \theta C_y^2\left(1 - \rho^2\right)\right]^{-2}, \quad (4.9)$$

which is less than the approximate mean square error of $\hat{\gamma}_{\text{reg}}^*$. Bedi and Hajela (1984) proposed a modified regression estimator

$$\hat{\gamma}_{BH}^* = w\left(\bar{y} + \beta\left(\bar{X} - \bar{x}\right)\right) \quad (4.10)$$

where $w$ is a suitably chosen constant so as to minimize the mean square error of $\hat{\gamma}_{BH}^*$. It may be verified that $MSE\left(\hat{\gamma}_{BH}^*\right)_{\text{min}} = MSE\left(\hat{\gamma}_G^*\right)$

Rao (1978) suggested a regression type estimator

$$\hat{\gamma}_{R,ao}^* = K_1\bar{y} + K_2\bar{x}, \quad (4.11)$$

where $K_1$ and $K_2$ are constants, chosen optimally subject to condition of unbiasedness i.e. $E\left(\hat{\gamma}_{R,ao}^*\right) = \bar{Y}$, which implies $(K_1 - 1)\bar{Y} + K_2\bar{X} = 0$.

Minimizing $MSE\left(\hat{\gamma}_{R,ao}^*\right)$ subject to condition for unbiasedness gives

$$K_{1(\text{opt})} = \frac{C_x^2 - \rho C_y C_x}{C_y^2 + C_x^2 - 2\rho C_y C_x} \quad \text{and} \quad K_{2(\text{opt})} = R \cdot \frac{C_y^2 - \rho C_y C_x}{C_y^2 + C_x^2 - 2\rho C_y C_x}, \quad (4.12)$$
where \( R = \frac{Y}{X} \).

Substituting the optimum values of \( K_1 \) and \( K_2 \) in the expression for mean square error of \( \hat{Y}_{Rao}^* \), we have \( O\left(\frac{1}{n}\right) \),

\[
MSE\left(\hat{Y}_{Rao}^*\right) = \theta \cdot \bar{Y}^2 \cdot \frac{\left(1 - \rho^2\right) C_y^2 C_x^2}{C_y^2 + C_x^2 - 2 \rho C_y C_x}. \tag{4.13}
\]

\( \hat{Y}_{Rao}^* \) is more efficient than the conventional linear regression estimator \( \hat{Y}_{Reg}^* \) if \( \rho < \frac{C_y}{2C_x} \), and is more efficient than \( \hat{Y}_{Reg}^* \) if \( \rho < \frac{\left(\frac{C_y}{C_x} - \theta C_y C_x\right)}{2} \).

Further, \( \hat{Y}_{Rao}^* \) is more efficient than the more efficient regression type estimator \( \hat{Y}_{G}^* \), if \( \rho + \theta C_y C_x \left(1 - \rho^2\right) < \frac{1}{2} \frac{C_y}{C_x} \).

5. Numerical illustration

Consider the following hypothetical populations to illustrate the performance of different estimators considered above.

**Population 1 (Kaur, 1985)**

\[\begin{align*}
S_y^2 &= 620, \quad S_x^2 = 7619, \quad S_{xy} = 1453 \\
\bar{Y} &= 26.30, \quad \bar{X} = 117.28 \\
\rho &= 0.6685, \quad n = 100
\end{align*}\]

**Population 2 (Menendez and Reyes, 1998)**

\[\begin{align*}
S_y^2 &= 8.40, \quad S_x^2 = 3.31, \quad \rho = 0.20 \\
\bar{Y} &= 12.0, \quad \bar{X} = 16.6, \quad N = 5000, \quad n = 100
\end{align*}\]
Table 1. Percent Relative Efficiencies

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Population – 1</th>
<th>Population - 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Relative Efficiency</td>
<td>Relative Efficiency</td>
</tr>
<tr>
<td>( \hat{Y} )</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>( \hat{Y}_R )</td>
<td>176.39</td>
<td>97.62</td>
</tr>
<tr>
<td>( \hat{Y}^*_R )</td>
<td>179.56</td>
<td>97.72</td>
</tr>
<tr>
<td>( \hat{Y}_{Reg} )</td>
<td>180.80</td>
<td>104.17</td>
</tr>
<tr>
<td>( \hat{Y}^*_{Reg} )</td>
<td>184.05</td>
<td>104.29</td>
</tr>
<tr>
<td>( \hat{Y}_G^* )</td>
<td>182.60</td>
<td>104.28</td>
</tr>
<tr>
<td>( \hat{Y}^*_{Rao} )</td>
<td>165.87</td>
<td>518.21</td>
</tr>
</tbody>
</table>

6. Conclusion

1. Although theoretically subject to approximations, \( \hat{Y}^*_R \) and \( \hat{Y}^*_{Reg} \) are more efficient than \( \hat{Y}_R \) and \( \hat{Y}_{Reg} \) respectively, the increase in efficiency for large sample sizes is only marginal.
2. When comparing \( \hat{Y}^*_{Reg} \) with \( \hat{Y}^*_G \), it may be seen that \( \hat{Y}^*_{Reg} \) is always more efficient than \( \hat{Y}^*_G \).
3. Under certain conditions, \( \hat{Y}^*_{Rao} \) is more efficient than \( \hat{Y}^*_{Reg} \) and \( \hat{Y}^*_{Reg} \) and \( \hat{Y}^*_G \). The empirical studies through hypothetical populations show that \( \hat{Y}^*_{Rao} \) is inferior to all estimators under consideration for the population–1 and there is large gain in precision in case of \( \hat{Y}^*_{Rao} \) to other estimators considered for illustration for population-2.
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THE ANALYSIS OF MORTALITY CHANGES IN SELECTED EUROPEAN COUNTRIES IN THE PERIOD 1960–2006
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ABSTRACT

Demographic changes which took place in the 20th century clearly reveal progressive ageing of whole societies. This phenomenon influences the risk connected with calculating the products of insurance companies and pension funds, where calculated mortality is one of the most important factors. The paper presents the analysis of mortality changes in male and female populations in selected countries from Central Europe (the Czech Republic, Hungary, Poland and Slovakia) and from Western Europe (France, Italy, Spain and Sweden) in the period 1960–2006. The analysis of the mortality changes has been carried out with the use of variables proposed in 2007 by J. P. Morgan in his work Life Metrics – A toolkit for measuring and managing longevity and mortality risks. The data used for the analysis have been obtained from www.mortality.org. The van Broekhoven algorithm has been applied for smoothing crude mortality rates across different ages. The analysis of mortality changes in selected European countries in the period 1960–2006 has shown considerable differences in the changes of initial mortality rate. Apart from obvious differences in male and female mortality, significant differences in the dynamics of mortality between Western and Central European countries were revealed. The most significant differences in the change of graduated initial mortality rate have been observed for people above 40–45 from Central and Western European countries. The period of most striking disproportions in the change of graduated initial mortality rate were the years 1970–1990, which seems to be the result of the socio-economic policy in Central European countries.
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1. Introduction

Demographic changes which took place in the 20th century clearly reveal progressive ageing of whole societies. This phenomenon is connected with economic growth, increased life standards resulting from an improved financial situation, advancements in medical sciences, as well as decrease in the number of children in a new family model. Ageing of populations influences the risk connected with calculating the products of insurance companies and pension funds, where calculated mortality is one of the most important factors.

In management of pension funds and insurance companies two risk sources play a fundamental role: the investment (financial) risk and the demographic risk. The demographic risk is divided into two components: the insurance risk and the longevity risk. The longevity risk is particularly important – it derives from the improvements in mortality trends, which determine systematic deviations of the number of deaths from its expected values. This risk should be assuaged by replacing traditional mortality tables used in the assessment of insurance products with projected mortality tables including a forecast of future trends in mortality.

Thus, estimating future changes in mortality trends and accurately identifying the laws governing mortality seems crucial. Mortality can be analysed from two perspectives: a statistical one and a biological one. The statistical approach takes into account historical data and, using them, analyses mortality trends in the past as a means of predicting future trends. The biological approach is based on life standards, advancements in medicine, environment, and the lifestyle of the population.

The paper presents the analysis of mortality changes in Poland and selected European countries carried out on the basis of historical data. The following countries have been chosen for the analysis: from Central Europe: the Czech Republic, Hungary, Poland and Slovakia, from Western Europe: France, Italy, Spain and Sweden. The analysis of the mortality changes has been carried out with the use of the following variables: $m_x$ – crude central rate of mortality; $q_x$ – graduated initial rate of mortality; $e_x$ – life expectancy. These variables were proposed in 2007 by J. P. Morgan in his work Life Metrics – A toolkit for measuring and managing longevity and mortality risks, which has since become an international toolkit used for measuring and managing the mortality risk and the longevity risk. These tools measure both risks using standardised methods.

Life Metrics toolkit was applied to analyse mortality changes in male and female populations in selected countries in the period 1960–2006. The data used for the analysis have been obtained from www.mortality.org. The van Broekhoven algorithm1 was applied for smoothing crude mortality rates across different ages.

---

2. Life Expectancy and the GDP

The analysis of life expectancy at the age 0 both in male (Fig. 1) and female (Fig. 2) populations has revealed a significant difference between two groups of countries. Since 1970's life expectancy at the age 0 has been substantially longer for Western European countries: France, Italy, Spain and Sweden than for Central European countries: the Czech Republic, Hungary, Poland and Slovakia. Table 1 presents the dynamics of the life expectancy growth in 2006 relative to 1960 for women and men in selected countries.

Table 1. The dynamics of the life expectancy growth in 2006 relative to 1960 for women and men in selected countries

<table>
<thead>
<tr>
<th>Country</th>
<th>CZ</th>
<th>HU</th>
<th>PL</th>
<th>SK</th>
<th>FR</th>
<th>ES</th>
<th>IT</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Czech Republic</td>
<td>Hungary</td>
<td>Poland</td>
<td>Slovakia</td>
<td>France</td>
<td>Spain</td>
<td>Italy</td>
<td>Sweden</td>
</tr>
<tr>
<td>Female</td>
<td>9%</td>
<td>11%</td>
<td>13%</td>
<td>8%</td>
<td>14%</td>
<td>17%</td>
<td>17%</td>
<td>11%</td>
</tr>
<tr>
<td>Male</td>
<td>9%</td>
<td>5%</td>
<td>10%</td>
<td>3%</td>
<td>15%</td>
<td>16%</td>
<td>18%</td>
<td>10%</td>
</tr>
</tbody>
</table>

Source: Own calculations.

Figure 1. Life expectancy for men at the age 0 in the period 1960–2006

Source: Data obtained from www.mortality.org.
Fig. 2. Life expectancy for women at the age 0 in the period 1960–2006

Source: Data obtained from www.mortality.org.

Fig. 3 presents the values of GDP per capita in the analysed countries. The analysis of these values indicates that, similarly to the case of life expectancy, two distinct groups can be observed – one with higher values of GDP (Western European countries) and the other with lower values (Central European countries). This conclusion seems to confirm the statement of a Polish demographer, Edward Rosset, that life tables are “a barometer of social progress”. Thus, the differences in life expectancy and the changes in mortality, i.e. lengthening of life expectancy, are a reflection of life conditions which consist of work, eating habits, natural environment, health care and education.
The countries selected for the analysis differ in such aspects as geography, climate or culture, yet the preliminary analysis (Fig. 1 and Fig. 2) shows that they do not have a significant impact on the values of life expectancy. It seems (Fig. 3) that the socio-economic development, which happens as a result of long-term socio-economic policy of a given country, has the greatest influence on life expectancy and mortality.

Thus, it might be useful to check from what age the changes in the course and the dynamics of mortality begin – the changes resulting from different political systems and the socio-economic development of particular countries.

3. Average Rate and Volatility of Changes of Graduated Initial Mortality Rate

To analyse mortality first graduated initial rate of mortality \( (q_x) \) was calculated for women and men at the age 20–90, and next the average rate of change of graduated initial mortality rate for the period 1960–2005 for women and men at the age 20–90. Figure 4 shows the average rate of the change of graduated initial mortality rate for the period 1960–2005 for women and men at the age 20–90.
Figure 4. Average rate of changes of graduated initial mortality rate in the period 1960–2005 at the age 20–90.

a Female

[Graph showing average rate of changes for female population]

b Male

[Graph showing average rate of changes for male population]

Source: Own calculations.

The analysis of Figure 4 reveals a considerably better situation in Western European countries as far as the average changes in the mortality rate for both men and women are concerned. It is especially true for men over 30 and for women over 40. The differences are less conspicuous for very young persons and
people reaching 90. For example, in Italy, in the years 1960–2005 mortality rate for men at the age 35–57 was systematically decreasing by almost 2% every year. At the same period in Hungary mortality rate among men aged 45 increased by on average 1.73%. Such increasing mortality rate among middle-aged men was also visible in Slovakia and Poland in the period between 1960–2005.

**Figure 5.** Volatilities of graduated initial mortality rate changes for selected countries for males and females at the age 20–90.
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b Male

![Male Mortality Rate Changes](image2)

*Source: Own calculations.*
Figure 5 presents volatility values calculated using standard deviation for selected countries for men and women at the age 20–90 in the period 1960–2005. It is worth paying attention to the curves representing women at the age 20–40, especially the high values of standard deviation for Slovakia, Sweden, the Czech Republic and Hungary.

4. Cluster Analysis

Figures 6–9 present the values of $q_x$ on a logarithmic scale at the age of 20, 45, 55 and 65 in the period 1960–2005. They show that both in male and female populations the curves in selected countries of Central and Western Europe differ. To find out at what age a significant difference in $q_x$ can be observed, cluster analysis has been applied. After clustering, significantly "different" observations should be found in different clusters. To cluster countries into sets with "similar" $q_x$ the Euclidean distance and Ward’s method have been applied. The Ward procedure is one of the most efficient agglomerative hierarchical clustering methods. It uses an analysis of variance approach to evaluate the distances between clusters. Figures 6b–9b present the dendrograms of the clustering of the logarithm $q_x$ at the age of 20, 45, 55 and 65 in the period 1960–2005 which have been done in the same scale. The analyses of particular dendrograms lead to distinct groups of countries. Tables 2–5 present groups of countries at the age of 20, 45, 55 and 65 in the period 1960–2005, which have been obtained for the arbitrarily accepted linkage distance $d=3$.

The objects of the analysis were the selected countries and the variables were the values of logarithms $q_x$ in the years 1960–2005. So, the observation matrix consists of 8 objects and 45 variables. The calculations were obtained using the STATISTICA program. The results are presented in Figures 6–9.
Figure 6a. The values of $q_x$ on a logarithmic scale at the age of 20 in the period 1960–2005
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Source: Own calculations.
**Figure 6b.** The *dendrograms* of the clustering of the logarithm $q_x$ at the age of 20 in the period 1960–2005 obtained using the Euclidean distance and *Ward's method*
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*Source: Own calculations in STATISTICA 8.0.*
Table 2. Groups of countries obtained from *dendrograms* of the clustering of the logarithm \(q_x\) at the age of 20 in the period 1960–2005 (see: fig.6b) at the linkage distance \(d=3\)

<table>
<thead>
<tr>
<th></th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gr. 1</td>
<td>PL, HU, SK, CZ, ES, FR, SE, IT</td>
<td>Gr. 1 PL, HU, FR, SK, CZ</td>
</tr>
<tr>
<td>Gr. 2</td>
<td>SE, ES, IT</td>
<td></td>
</tr>
</tbody>
</table>

*Source: Own elaboration.*

For younger populations (under 40–45) the differences in \(q_x\) (measured on a logarithmic scale) for particular countries are not very significant. For older cohorts the linkage distances are increasing, which indicates more significant differences. From 1970’s \(\ln q_x\) for both male and female populations in Western Europe became smaller and the improvement in mortality was faster than in Central European countries. It is most clearly visible from the age of 45 (Fig.7–9).
Figure 7a. The values of $q_x$ on a logarithmic scale at the age of 45 in the period 1960–2005
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Source: Own calculations.
Figure 7b. The *dendrograms* of the clustering of the logarithm $q_x$ at the age of 45 in the period 1960–2005 obtained using the Euclidean distance and *Ward’s method*
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*Source: Own calculations in STATISTICA 8.0.*
Table 3. Groups of countries obtained from dendrograms of the clustering of the logarithm $q_x$ at the age of 45 in the period 1960–2005 (see: fig.7b) at the linkage distance $d=3$.

<table>
<thead>
<tr>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gr. 1</td>
<td>PL, SK, CZ, FR</td>
</tr>
<tr>
<td>Gr. 2</td>
<td>HU</td>
</tr>
<tr>
<td>Gr. 3</td>
<td>SE, ES, IT</td>
</tr>
</tbody>
</table>

*Source: Own elaboration.*
Figure 8a. The values of $q_x$ on a logarithmic scale at the age of 55 in the period 1960–2005
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Source: Own calculations.
**Figure 8b.** The *dendrograms* of the clustering of the logarithm $q_x$ at the age of 55 in the period 1960–2005 obtained using the Euclidean distance and *Ward’s method*.
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*Source: Own calculations in STATISTICA 8.0.*
Table 4. Groups of countries obtained from *dendrograms* of the clustering of the logarithm $q_x$ at the age of 55 in the period 1960–2005 (see: fig.8b) at the linkage distance $d=3$

<table>
<thead>
<tr>
<th></th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gr. 1</td>
<td>PL, SK, CZ, HU</td>
<td>Gr. 1 PL, SK, CZ, HU</td>
</tr>
<tr>
<td>Gr. 2</td>
<td>FR, IT, SE, ES</td>
<td>Gr. 2 FR, IT, SE, ES</td>
</tr>
</tbody>
</table>

*Source: Own elaboration.*
**Figure 9a.** The values of $q_x$ on a logarithmic scale at the age of 65 in the period 1960–2005
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*Source: Own calculations.*
Figure 9b. The *dendrograms* of the clustering of the logarithm $q_x$ at the age of 65 in the period 1960–2005 obtained using the Euclidean distance and *Ward's method*.

Source: Own calculations in STATISTICA 8.0.
Table 5. Groups of countries obtained from *dendrograms* of the clustering of the logarithm $q_x$ at the age of 65 in the period 1960–2005 (see: fig.9b) at the linkage distance $d=3$

<table>
<thead>
<tr>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gr. 1 PL, SK, CZ, HU</td>
<td>Gr. 1 PL, SK, CZ, HU</td>
</tr>
<tr>
<td>Gr. 2 FR, IT, SE, ES</td>
<td>Gr. 2 FR, IT, SE, ES</td>
</tr>
</tbody>
</table>

*Source: Own elaboration.*

5. Conclusions

The analysis of mortality changes in selected European countries in the period 1960–2007 has shown considerable differences in the changes of initial mortality rate. Four distinct groups have been analysed: female populations in selected Western European countries, female populations in selected Central European countries, male populations in selected Western European countries and male populations in selected Central European countries. Apart from obvious differences in male and female mortality, significant differences in the dynamics of mortality between Western and Central European countries have been revealed. In spite of their geographic, climatic and cultural differences, the countries constituting both groups seemed quite homogenous.

The most significant differences in the change of graduated initial mortality rate have been observed for people above 40–45 from Central and Western European countries. The period of most striking disproportions in the change of graduated initial mortality rate was the years 1970–1990, which seems to be the result of the socio-economic policy in Central European countries. The transformations which took place in 1990's helped to reduce the differences in the dynamics (decrease) of mortality, yet the differences in life expectancy between the Western and Central European countries will probably still be visible in the next years (i.e. life expectancy in the Western countries will continue to be longer).

Another important phenomenon is connected with the fact that, irrespective of geographic and political factors, in the 1990's the process of aging of the whole populations began. In the future ageing can constitute a serious obstacle in the socio-economic development. Firstly, labour resources will grow old, i.e. there will be fewer and fewer young workers on the job market which will become dominated by less mobile older workers. Secondly, the number of people in the productive age will decrease, which means that maintaining a fast rate of economic growth will be possible only if productivity increases and a bigger percentage of people in their productive age continue working. One of the ways of assuaging the problem of ageing is lengthening the productive periods, also called lifting the actual retirement age, which will slow down the process of diminishing...
the number of professionally active workers. Such policy is also in accordance with demographic tendencies regarding lengthening life span. Lengthening the productive periods means resigning from a contemporary trend of early retirement and shortening the duration of the period of a 'well-deserved rest'. As a result, changes in the area of employment and social security are needed.
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DISTRIBUTION APPROXIMATIONS FOR CUSUM AND CUSUMSQ STATISTICS

Reza Habibi

ABSTRACT

The cumulative sum (cusum) is an important statistic in testing for a change point. This paper is concerned with the distribution approximations to the cusum statistic under the null and alternative hypotheses. We also consider distribution approximations for the cumulative sum of squares (cusumsq) test statistics. Finally, a discussion section is given.

Key words: Beta approximated; Change point; Cumulative sum; Cumulative sum of squares; Multivariate normal; Response surface regression.

1. Introduction

It is very important for economic policy to identify change points in economic and financial series. For example, Hsu (1979) tested the existence of changes in stock market data. Kim et al. (2000) considered the problem of multiple change point in GARCH models. Hillebrand and Schnabl (2003) studied change point detection in volatility of Japanese foreign exchange intervention under GARCH modeling. Halunga et al. (2009) detected changes in the order of integration of US and UK inflation. In finance, the portfolio’s volatility may increase as well as risk premium rises (see e.g. Mikosch and Starica, 2003).

During the last four decades, different methods are employed for detecting change points. Page (1954) studied change point analysis in the context of quality control. Chernoff and Zacks (1964), using a quasi-Baysian approach, modeled the change points. Hinkely (1970) derived the maximum likelihood estimation of change point. Worsley (1988) constructed confidence intervals for change point in the exponential family distributions. Habibi et al. (2005) considered the change point detection in a general class of distributions. An excellent reference in change point problems is Csorgo and Horvath (1997). The distribution theory used for these tests is typically asymptotic. So deriving the exact distribution of
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test statistics is very important. One of the most useful approach to detect shift in means of observations is cumulative sum (cusum) which is described as follows. In this paper, we study the finite distributions of cusum test statistic. We also consider the shift in variance case. The cusum statistic given by

\[ M_n = n^{1/2} \max_{1 \leq k \leq m} |s_k|, \]

is an important statistic in testing for a change point, at which

\[ s_k = \sum_{i=1}^{k} e_i, \]

\[ e_i = x_i - \bar{x}, \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i, k = 1, \ldots, m, m = n - 1. \]

Here, \( x_1, \ldots, x_n \) is a sequence of independent normal random variables whose means are \( \theta_i, i = 1, \ldots, n \), where

\[ \theta = \begin{cases} \theta & i = 1, 2, \ldots, k_0 \\ \theta + \delta & i = k_0 + 1, \ldots, n, \end{cases} \]

with a common known variance \( \sigma^2 \). It is interesting to test if \( \theta_i \) are changed at unknown time point \( k_0 \), that is: \( H_0: \delta = 0 \) against \( H_1: \delta \neq 0 \). The large values of \( M_n \) rejects \( H_0 \). The exact null distribution of \( M_n \) is complicated. Note that the null distribution of \( M_n \) does not depend on \( \theta \). The limiting null distribution of \( M_n \) is given by \( \sigma \text{Sup} B(t) \) where \( B(t) \) is the standard Brownian bridge on \((0,1)\) and the supremum is taken over \((0,1)\). Conniffe and Spencer (2000) proposed a central chi-squared approximation for the null distribution of \( M_n^2 \), where

\[ M_+ = n^{1/2} \max_{1 \leq k \leq m} s_k. \]

Their approximation method works well. However, in this note, the exact null and alternative distribution of \( M_n \) is studied. We also consider the exact distribution of change point estimator. The change point in variance is considered. These problems are not considered by Conniffe and Spencer (2000). The problem is to find the quantile \( c_\alpha \) such that \( P_{H_0} (M_n > c_\alpha) = \alpha \) for finite sample sizes \( n \).

We note that

\[ P_{H_0} (M_n > c_\alpha) = 1 - P_{H_0} (|s_k| \leq \sqrt{n}c_\alpha, \text{ for all } k = 1, \ldots, m) = \alpha, \]

and
\[ P_H(M_n < x) = 1 - P_H\left(\left| s_k \right| \leq \sqrt{nc_\alpha}, \text{ for all } k = 1, \ldots, m\right), H = H_0 \text{ and } H_1. \]

As follows, we show that \( s = (s_1, \ldots, s_m)^T \) has multivariate normal distribution under the null and alternative hypotheses. That is, \( M_n \) is the maximum of absolute of a multivariate normal distribution and that \( \sqrt{nc_\alpha} \) is a two sided equi-coordinate \( 1 - \alpha \) percent quantile of multivariate normal distribution. The percentage points of \( M_s \) is denoted by \( c_\alpha^+ \). Then \( \sqrt{nc_\alpha^+} \) is the one sided equicoordinate quantile of multivariate normal. Genz (1992) proposed some numerical approaches to calculate the cumulative probabilities and equi-coordinate quantiles of a multivariate normal distribution with any mean vector and covariance matrix. The function \textit{pmvnorm} in \textit{mvtnorm} package of \textit{R} software performs this calculations.

To prove the normality, let \( x = (x_1, \ldots, x_n)^T \) be observation vector. Under the null hypothesis of no change point, \( x \) has a \( n \)-variates normal with mean vector \( \theta j_n \) and covariance matrix \( \sigma^2 I_n \) where \( I_n \) is the \( n \times n \) identity matrix and \( j_n \) is \( n \times 1 \) vector of 1’s. The vector of deviation from the mean \( e = (e_1, \ldots, e_m)^T \) equals to \( Ax \) where \( A \) is the following partitioned matrix

\[
A = \begin{bmatrix}
I_m - \frac{1}{n} J_m & -\frac{1}{n} j_m \\
\end{bmatrix},
\]

where \( J_m \) is \( m \times m \) matrix of 1’s. Then \( s \) has a \( m \)-variate normal distribution with mean vector 0 and the covariance matrix

\[
\sigma^2 AA^T = \sigma^2 \left( I_m - \frac{1}{n} J_m \right).
\]

Let \( L = (L_1, \ldots, L_m)^T \) is the \( m \times m \) matrix of vectors \( L_i \) such that \( L_i = (1, \ldots, 1, 0, \ldots, 0)^T \) at which the number of 1’s at \( L_i \) is \( i = 1, \ldots, m \). One can see that \( s = Le \), and then \( s \) is \( m \)-variate normal with mean vector 0 and the covariance matrix \( \sigma^2 D \), where

\[
D_{ij} = \min(i, j) \frac{i{j}}{n}, i, j = 1, \ldots, 0.
\]

Under the alternative hypothesis, \( s \) is again \( m \)-variate normal with the covariance matrix \( \sigma^2 D \) but the mean vector is \( \alpha = (\alpha_1, \ldots, \alpha_m)^T \), such that
\[
\alpha_k = \frac{-\delta}{n} \min(k, k_0) \{n - \max(k, k_0)\}, k = 1, \ldots, m.
\]

In the next section, we compute one-sided and two-sided cv’s \(\sqrt{nc^+}\) and \(\sqrt{nc^\alpha}\). We compare our critical points (cv’s) with the cv’s obtained by Monte Carlo (MC) simulation. We study the power of test. We also consider distribution approximations for the cumulative sum of squares (cusumsq) test statistic for change point detection in variance in section 3.

2. Cv’s and power of test

Tables 1 and 2 give one-sided and two-sided cv’s. Without loss of generality, we assume that \(\sigma^2 = 1\) and \(\theta = 1\). It is seen our approximated cv’s are close to true cv’s estimated by Monte Carlo study. This fact shows our approximation is accurate. The absolute errors of our approximation is measured by

\[
e\alpha = \left| P_{H_0} \left( \max_{1 \leq k \leq m} |s_k| \leq q_\alpha \right) - \alpha \right|,
\]

where \(q_\alpha\) is the true quantile of \(\max_{1 \leq k \leq m} |s_k|\) obtained by Monte Carlo experiment and \(P_{H_0} \left( \max_{1 \leq k \leq m} |s_k| \leq x \right)\) is computed by our normal approximation. Table 3 gives the maximum and median of 100 errors \(e_\alpha\), \(\alpha = 0.9(0.001)0.999\) for each sample sizes. Table 3, we conclude that our approximation works well. Table 4 gives the normal approximated power of test for some selected sample sizes \(n\). We let \(k_0 = \frac{n}{2}\), \(\delta = 1, 2\), \(\sigma^2 = 1\) and \(\theta = 1\).

Table 1. Comparison of normal and MC two-sided cv’s

<table>
<thead>
<tr>
<th>(\alpha)</th>
<th>0.1</th>
<th>0.05</th>
<th>0.025</th>
<th>0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal cv, n = 5</td>
<td>2.166470</td>
<td>2.466221</td>
<td>2.741670</td>
<td>3.074471</td>
</tr>
<tr>
<td>MC cv, n = 5</td>
<td>2.161882</td>
<td>2.467639</td>
<td>2.739131</td>
<td>3.074245</td>
</tr>
<tr>
<td>Normal cv, n = 6</td>
<td>2.422699</td>
<td>2.753462</td>
<td>3.057174</td>
<td>3.418402</td>
</tr>
<tr>
<td>MC cv, n = 6</td>
<td>2.421451</td>
<td>2.753106</td>
<td>3.057837</td>
<td>3.415915</td>
</tr>
<tr>
<td>Normal cv, n = 10</td>
<td>3.291676</td>
<td>3.717723</td>
<td>4.107556</td>
<td>4.569724</td>
</tr>
<tr>
<td>MC cv, n = 10</td>
<td>3.293115</td>
<td>3.710514</td>
<td>4.110897</td>
<td>4.57586</td>
</tr>
<tr>
<td>Normal cv, n = 15</td>
<td>4.159806</td>
<td>4.680369</td>
<td>5.159716</td>
<td>5.729828</td>
</tr>
<tr>
<td>MC cv, n = 15</td>
<td>4.160063</td>
<td>4.686651</td>
<td>5.148775</td>
<td>5.726891</td>
</tr>
<tr>
<td>Normal cv, n = 20</td>
<td>4.891475</td>
<td>5.494822</td>
<td>6.042609</td>
<td>6.70567</td>
</tr>
<tr>
<td>MC cv, n = 20</td>
<td>4.915969</td>
<td>5.505689</td>
<td>6.045103</td>
<td>6.689938</td>
</tr>
</tbody>
</table>
Table 2. Comparison of normal and MC one-sided cv’s

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.1</th>
<th>0.05</th>
<th>0.025</th>
<th>0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal cv, n = 5</td>
<td>1.837014</td>
<td>2.173590</td>
<td>2.456540</td>
<td>2.826679</td>
</tr>
<tr>
<td>MC cv, n = 5</td>
<td>1.837081</td>
<td>2.172501</td>
<td>2.456957</td>
<td>2.825337</td>
</tr>
<tr>
<td>Normal cv, n = 6</td>
<td>2.062609</td>
<td>2.423182</td>
<td>2.753357</td>
<td>3.144838</td>
</tr>
<tr>
<td>MC cv, n = 6</td>
<td>2.060721</td>
<td>2.423146</td>
<td>2.757961</td>
<td>3.150792</td>
</tr>
<tr>
<td>Normal cv, n = 10</td>
<td>2.812123</td>
<td>3.291219</td>
<td>3.718938</td>
<td>4.225157</td>
</tr>
<tr>
<td>MC cv, n = 10</td>
<td>2.813812</td>
<td>3.292955</td>
<td>3.729271</td>
<td>4.237521</td>
</tr>
<tr>
<td>Normal cv, n = 15</td>
<td>3.563842</td>
<td>4.154548</td>
<td>4.670302</td>
<td>5.298982</td>
</tr>
<tr>
<td>MC cv, n = 15</td>
<td>3.565857</td>
<td>4.154409</td>
<td>4.659146</td>
<td>5.298102</td>
</tr>
<tr>
<td>Normal cv, n = 20</td>
<td>4.228066</td>
<td>4.892632</td>
<td>5.493382</td>
<td>6.229083</td>
</tr>
<tr>
<td>MC cv, n = 20</td>
<td>4.233962</td>
<td>4.903461</td>
<td>5.496865</td>
<td>6.233975</td>
</tr>
</tbody>
</table>

Table 3. Errors of normal approximated probabilities

<table>
<thead>
<tr>
<th>n</th>
<th>Maximum error</th>
<th>Median error</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0017</td>
<td>0.0005</td>
</tr>
<tr>
<td>6</td>
<td>0.0009</td>
<td>0.0007</td>
</tr>
<tr>
<td>10</td>
<td>0.0012</td>
<td>0.0008</td>
</tr>
<tr>
<td>15</td>
<td>0.0024</td>
<td>0.0004</td>
</tr>
<tr>
<td>20</td>
<td>0.0011</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

Table 4. Normal approximated power, $\alpha = 0.05$

<table>
<thead>
<tr>
<th>$n/\theta$</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.16263</td>
<td>0.51562</td>
</tr>
<tr>
<td>6</td>
<td>0.19832</td>
<td>0.62041</td>
</tr>
<tr>
<td>10</td>
<td>0.29361</td>
<td>0.83136</td>
</tr>
<tr>
<td>15</td>
<td>0.40851</td>
<td>0.94663</td>
</tr>
<tr>
<td>20</td>
<td>0.52157</td>
<td>0.98595</td>
</tr>
</tbody>
</table>

Remark 1

Ploberger and Kramer (1992) used the cusum statistic replacing $e_i = x_i - \bar{x}$, by regression residuals. Our results can be extended to regression residuals. Consider the regression model

$$Y = X\beta + \varepsilon,$$
at which $Y_{nx1}, X_{nxp}, \beta_{px1}$ and $\epsilon_{nx1}$ are observation vector, design matrix, unknown coefficients vector and residual vector, respectively. Suppose that $X$ is of full rank and define $Q = I_n - P$ where $P = X(X^TX)^{-1}X^T$

Then the vector of estimated residuals $\epsilon=(\epsilon_1, \ldots, \epsilon_m)^T$ is given by $\epsilon=Q\epsilon$ and $\sum_{i=1}^{n} \epsilon_i = 0$.

Let $s^\epsilon_j = \sum_{i=1}^{n} \epsilon_i$ for $i = 1, \ldots, m$. Then $s^\epsilon_j = L_i^T \epsilon$. Then

$$\text{cov}(s^\epsilon_i, s^\epsilon_j) = \sigma^2_{i,j} = L_i^T Q L_j = L_i^T (I_n - P) L_j = \min(i, j) - L_i^T Q L_j.$$

Following section 2, it can be shown that the null distribution of $s^\epsilon_j, j = 1, \ldots, m$ are multivariate normal with zero mean and covariance matrix $\sum \epsilon = (\sigma^2_{ij})$. The similar results can be extended to alternative distributions. The above results relates to known variance case. In most practical situations, variance will have to be estimated. This case is considered in section 4.

3. Change in Variance

In the previous section, we studied the change point in the means of observation. To detect change point in variance using the cusum statistic, let $y_i = x_i^2$. Here, under $H_1$, $x_1, \ldots, x_n$ is a sequence of independent normal observations such that $E(x_i) = 0$ and

$$\begin{cases} \sigma^2, & i = 1, 2, \ldots, k_0 \\ \xi^2, & i = k_0 + 1, \ldots, n, \end{cases}$$

where $\sigma^2 \neq \xi^2$. The means of $y_i$ are changed under $H_1$. The cusum test statistic is

$$M_3 = \frac{n^{-1/2} \max_{1 \leq k \leq m} \left| \sum_{i=1}^{k} (y_i - \overline{y}) \right|}{\sigma^2}.$$

The limiting null distribution of $M_3$ is given by $\sqrt{2} \sup |B(t)|$. The Table 5 gives 5% quantile of $M_3$. A response surface regression for 5% quantile of $M_3$ is estimated as follows. The adjusted $R^2$ of regression is 99.1.

$$q_n = 2.76 - 2.59n^{-1}.$$
Table 5. 5% quantile of $M_3$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$q_n$</th>
<th>$n$</th>
<th>$q_n$</th>
<th>$n$</th>
<th>$q_n$</th>
<th>$n$</th>
<th>$q_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2.228</td>
<td>10</td>
<td>2.514</td>
<td>35</td>
<td>2.693</td>
<td>55</td>
<td>2.706</td>
</tr>
<tr>
<td>6</td>
<td>2.364</td>
<td>15</td>
<td>2.596</td>
<td>40</td>
<td>2.697</td>
<td>60</td>
<td>2.715</td>
</tr>
<tr>
<td>7</td>
<td>2.399</td>
<td>20</td>
<td>2.606</td>
<td>45</td>
<td>2.705</td>
<td>65</td>
<td>2.723</td>
</tr>
<tr>
<td>9</td>
<td>2.446</td>
<td>25</td>
<td>2.671</td>
<td>50</td>
<td>2.705</td>
<td>70</td>
<td>2.737</td>
</tr>
</tbody>
</table>

Following Conniffe and Spencer (2000), we propose a chi-squared approximation in the form of $a_n \chi_{df_n}^2$ ($a_n > 0$ and $df_n > 0$) for $M_3^2$. The moment estimates of $a_n$ and $df_n$ are

$$a_n = \frac{\lambda_n^2}{2\mu_n} \text{ and } df_n = \frac{2\mu_n}{\lambda_n^2}$$

where $\mu_n$ and $\lambda_n^2$ are the mean and variance of $M_3^2$ under $H_0$. Table 6 gives $\mu_n$, $\lambda_n^2$, $a_n$ and $df_n$ for $\sigma^2 = 1$. Following Conniffe and Spencer (2000), we let $n = 10, 20, 30, 40, 60, 80, 100$. Table 7 gives the median and maximum of absolute errors.

Table 6. Values of $\mu_n$, $\lambda_n^2$, $a_n$ and $df_n$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\mu_n$</th>
<th>$\lambda_n^2$</th>
<th>$a_n$</th>
<th>$df_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6.01634</td>
<td>137.622</td>
<td>11.4374</td>
<td>0.52602</td>
</tr>
<tr>
<td>20</td>
<td>13.7955</td>
<td>458.696</td>
<td>16.6248</td>
<td>0.82981</td>
</tr>
<tr>
<td>30</td>
<td>21.8967</td>
<td>458.696</td>
<td>21.9269</td>
<td>0.99862</td>
</tr>
<tr>
<td>40</td>
<td>21.8967</td>
<td>960.258</td>
<td>21.9269</td>
<td>1.09303</td>
</tr>
<tr>
<td>60</td>
<td>30.5796</td>
<td>960.258</td>
<td>27.9768</td>
<td>1.27851</td>
</tr>
<tr>
<td>80</td>
<td>30.5796</td>
<td>960.258</td>
<td>37.8516</td>
<td>1.38682</td>
</tr>
<tr>
<td>100</td>
<td>30.5796</td>
<td>960.258</td>
<td>47.3439</td>
<td>1.46486</td>
</tr>
</tbody>
</table>

Table 7. Comparisons chi-squared with MonteCarlo probabilities

<table>
<thead>
<tr>
<th>$n$</th>
<th>Maximum of error</th>
<th>Median of errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.0015</td>
<td>0.0005</td>
</tr>
<tr>
<td>20</td>
<td>0.0015</td>
<td>0.0003</td>
</tr>
<tr>
<td>30</td>
<td>0.0014</td>
<td>0.0004</td>
</tr>
<tr>
<td>40</td>
<td>0.0012</td>
<td>0.0006</td>
</tr>
<tr>
<td>60</td>
<td>0.0016</td>
<td>0.0004</td>
</tr>
<tr>
<td>80</td>
<td>0.0014</td>
<td>0.0005</td>
</tr>
<tr>
<td>100</td>
<td>0.0015</td>
<td>0.0005</td>
</tr>
</tbody>
</table>
Remark 2
When $\sigma^2$ is unknown it is replaced by its estimate under the null hypothesis, i.e., $\bar{y}$ and the test is proposed by

$$T_n = n^{\frac{1}{2}} \max_{1 \leq k \leq m} |D_k|, D_k = \frac{\sum_{i=1}^{k} X_i^2 - k}{n}, k = 1, \ldots, n.$$  

This statistic is the cumulative sum of square (cumsumsq) proposed by Inclan and Tiao (1994). The limiting null distribution of $T_n$ is given by $\sqrt{2} \sup B(t)$. For moderate sample sizes, Sanso et al. (2004) estimated a response surface regression for 5% quantile of $T_n$ as follows

$$q_{0.05} = 1.359167 - 0.737020n^{-\frac{1}{2}} - 0.69155n^{-1}.$$  

Remark 3
When $E(x_i) = \mu$ (known), we let $y_i = (x_i - \mu)^2$. When $\mu$ is unknown, we can use $M_3$ again, since means of $x_i^2$ are changed. We can also use $M_3$ with letting $y_i = (x_i - \bar{x})^2$. Call this statistic by $\hat{M}_3$. The critical values (cv) are given in Table 8 for $\alpha = 0.05$. Parameter $\mu$ is chosen by computer. As we expect, the critical values of $\hat{M}_3$ does not depend on $\mu$. In Table 9, we compare the power of tests for $M_3$ and $\hat{M}_3$ cases, $\sigma^2 = 1$, $\xi^2 = 3$ and $k_0 = \frac{n}{2}$. It seems test procedure, based on $\hat{M}_3$ works much better. We are working on null and alternative distributions of $\hat{M}_3$. For other possibilities, see discussion section.

Table 8. Critical values

<table>
<thead>
<tr>
<th>$n$</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.791</td>
<td>1.375</td>
<td>0.163</td>
<td>1.101</td>
<td>0.785</td>
<td>1.111</td>
<td>0.723</td>
</tr>
<tr>
<td>$cv$ of $M_3$</td>
<td>2.770</td>
<td>3.935</td>
<td>1.918</td>
<td>3.364</td>
<td>2.844</td>
<td>3.457</td>
<td>2.664</td>
</tr>
<tr>
<td>$cv$ of $\hat{M}_3$</td>
<td>1.739</td>
<td>1.797</td>
<td>1.808</td>
<td>1.830</td>
<td>1.874</td>
<td>1.877</td>
<td>1.866</td>
</tr>
</tbody>
</table>
Table 9. Power of tests $M_3$ and $\hat{M}_3$

<table>
<thead>
<tr>
<th>$n$</th>
<th>Power of $M_3$</th>
<th>Power of $\hat{M}_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.344</td>
<td>0.417</td>
</tr>
<tr>
<td>20</td>
<td>0.404</td>
<td>0.646</td>
</tr>
<tr>
<td>30</td>
<td>0.795</td>
<td>0.788</td>
</tr>
<tr>
<td>40</td>
<td>0.622</td>
<td>0.866</td>
</tr>
<tr>
<td>60</td>
<td>0.810</td>
<td>0.950</td>
</tr>
<tr>
<td>80</td>
<td>0.807</td>
<td>0.980</td>
</tr>
<tr>
<td>100</td>
<td>0.956</td>
<td>0.997</td>
</tr>
</tbody>
</table>

4. Discussion

Following referee comments, this section is added to paper to present a list of future research topics. We are working on them and they will be completed in future.

4.1. Change in mean: unknown variance

Conniffe and Spencer also developed tests for the unknown variance case. In most practical situations, variance will have to be estimated and unless sample size is very large the estimate cannot safely be treated as a known value. This is why, we considered this part. I guess, I can approximate the distribution of test statistic by multivariate t distribution.

4.2. Change in mean and variance

Sometimes when variance changes so does the mean. For example, finance theory says that if a portfolio’s volatility increases the risk premium will rise and change the return. The cusum test statistics and their distributions are interesting.

4.3. Test procedures based on regression residuals

Similar to Remark 1, it is interesting to detect change point in variance using regression residuals. We are working on this topic.
4.4. Distribution of $\hat{M}_3$

The null and alternative distribution of $\hat{M}_3$ is interesting.
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ON THE LINK BETWEEN SILBER AND DAGUM DECOMPOSITIONS OF THE GINI INDEX

Mauro Mussini¹

ABSTRACT

In this paper, we combine two alternative procedures for decomposing the Gini index: the Silber matrix approach and the Dagum technique based on Gini mean difference. This combined decomposition can be used for overlapping as well as no overlapping population subgroups. The presented decomposition procedure derives the within-group, the between-group, and the overlapping inequalities by exploiting all of the information on income distribution contained in one matrix accounting for pair wise disparities between per capita income shares. Moreover, this matrix approach can serve the scope of counting the frequency of overlapping, providing new insights for a more complete analysis of overlapping. The suggested methodology is applied to survey data on Italian employee incomes in 2000 and 2008.

Key words: Inequality measure; Gini decomposition; overlapping.

1. Introduction

The literature offers various approaches for calculating the Gini index and decomposing it by subgroup (Bhattacharya and Mahalanobis, 1967; Giorgi, 1999; Shorrocks, 1984; Pyatt, 1976). Among those procedures using matrix algebra, there is Silber (1989) method. Otherwise, Dagum (1997) decomposed the Gini index starting from its expression in terms of relative mean difference. This paper combines Silber and Dagum approaches in a matrix form useful for the subgroup decomposition of the Gini index.

Introducing an algebraic linear operator, called $G$-matrix, Berrebi and Silber (1987) proposed a matrix compact form for computing the Gini index. Silber (1989) derived a decomposition of this matrix expression either by subgroup or by income source. Considering per capita income shares, Silber technique captures within and between group inequalities, the latter accounting for inequality between the average incomes of the population subgroups. Then,
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subtracting these two measures of inequality from the overall Gini index, one obtains the overlapping component of the overall inequality index.

Dagum decomposition yields a breakdown of the Gini index on the basis of Gini pair wise income difference criterion, reckoning the inequality within subgroups and the inequality across subgroups. While the within-group inequality is equivalent to the within-group component of total inequality measured by Silber technique, the across-group component measures the inequality due to the disparities between subgroup income distributions instead of the differences between subgroup average incomes (Mussard, 2004). By using the concept of relative economic affluence (Dagum, 1987), Dagum further decomposed the across-group inequality into the net across-group inequality and the inequality contribution attributable to transvariation. Monti (2008) pointed out that the net across-group and the transvariation components are equivalent to the well known between-group and overlapping inequalities, respectively. Costa (2008) thoroughly discussed Dagum methodology focusing on the role of overlapping component and introducing simplified expressions for Dagum decomposition when a population is partitioned in two subgroups.

This work links Silber and Dagum ways of decomposition, thereby providing a decomposable matrix expression for the Gini index relying on Gini pair wise difference criterion and $G$-matrix operator. This matrix decomposition has the appealing feature of deriving the overlapping (transvariation) component as an intuitive and straightforward contribution of the inequality across subgroup income distributions. A further attractiveness of this procedure is that it provides a matrix compact form for counting the absolute, relative frequency of overlapping phenomenon.

The rest of the paper is organized as follows. Section 2 outlines Silber decomposition of Gini index. Section 3 briefly recalls Dagum decomposition approach and introduces a new matrix-based decomposition technique combining Dagum and Silber procedures. Section 4 illustrates a matrix compact form for counting transvariation cases on the basis of the matrix approach introduced in Section 3, paying attention to its possible application when dealing with the aim of measuring stratification; in Subsection 4.1, we apply the proposed decomposition procedure to sample data providing information on Italian employee incomes in 2000 and 2008. Section 5 concludes.

2. Silber matrix form decomposition

In the literature, the use of matrix algebra for computing the Gini index was introduced by Pyatt (1976) who proposed a matrix decomposition approach on the basis of game theory. Silber (1989) suggested another matrix form for calculating and decomposing the Gini index. Given a population of size $n$ and mean income $\mu$, let $y$ stand for the $n$ by 1 vector whose elements $y_1, y_2, \ldots, y_n$ are arranged in
decreasing order. Being \( s_i \) the proportion of total income earned by the income receiver whose income has the \( i \)-th rank in vector \( y \), Silber formula is as follows

\[
G = e'G\textbf{s},
\]  

(1)

where \( \textbf{s} \) is the column vector of the per capita income shares \( s_1, s_2, \ldots, s_n \) sorted in decreasing order, \( e \) is an \( n \) by 1 column vector with elements equal to \( 1/n \), and \( G \) is an \( n \) by \( n \) matrix whose elements \( g_{ij} \) are equal to -1 when \( j > i \), to +1 when \( j < i \), to 0 when \( j = i \) (called \( G \)-matrix). Equation (1) can be decomposed by subgroup when income receivers are grouped according to some criterion (e.g. income class, socio-demographic characteristics). Suppose the \( n \) income earners are partitioned into \( h \) subgroups, with \( n = \sum_{k=1}^{h} n_k \). Let us introduce the ordering criterion \( A \) arranging incomes by subgroup mean income in decreasing order (first key of ordering) and by per capita income in decreasing order within each subgroup (second key of ordering). Let \( \textbf{s}_A \) denote the vector of income shares arranged by the ordering \( A \). By partitioning the \( n \) by \( n \) \( G \)-matrix into \( h^2 \) submatrices, one obtains

\[
G = \begin{bmatrix} G(n_1,n_1) & \cdots & G(n_1,n_h) \\ \vdots & \ddots & \vdots \\ G(n_h,n_1) & \cdots & G(n_h,n_h) \end{bmatrix},
\]  

(2)

where the main diagonal block matrix \( G(n_k,n_k) \) is an \( n_k \) by \( n_k \) \( G \)-matrix, whereas the \( n_k \) by \( n_l \) off-diagonal block matrix \( G(n_k,n_l) \) has all elements equal to -1 when \( k < l \), to +1 when \( k > l \). Now, the within-group component of the Gini index is

\[
G^w = \sum_{k=1}^{h} e'(n_k)G(n_k,n_k)\textbf{s}_A(n_k),
\]  

(3)

where \( e(n_k) \) is an \( n_k \) by 1 vector with elements equal to \( 1/n \) and \( \textbf{s}_A(n_k) \) is an \( n_k \) by 1 vector whose elements are the elements of \( \textbf{s}_A \) belonging to subgroup \( k \) arranged in decreasing order. Indeed, the between-group Gini index can be written as

\[
G^b = \sum_{k=1}^{h} \sum_{l \neq k} e'(n_k)G(n_k,n_l)\textbf{s}_A(n_l).
\]  

(4)

Next, subtracting expressions in (3) and (4) from the Gini expression for ungrouped data in (1), one obtains
which represents the transvariation (overlapping) component of the Gini index. Given two subgroups of income receivers, any pair formed by two income receivers belonging to different subgroups is said to transvary if the sign of the difference between their incomes is opposite to the sign of the difference between the corresponding subgroup mean incomes. If there is at least one transvarying pair, the two subgroups are said to transvary. When dealing with income, this definition of transvariation is equivalent to the definition of overlapping. In fact, two subgroups of income receivers are said to overlap if at least one income belonging to the subgroup with lower mean income is higher than at least one income of the subgroup with higher mean income. Thus, we use, throughout the paper, transvariation and overlapping as synonymous terms.

3. A matrix decomposition linking Dagum and Silber approaches

It is well known that the Gini index can be expressed as a function of Gini relative mean difference (Gini, 1912)

\[
G = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} |y_i - y_j|}{2\mu n^2}.
\]  

(6)

Starting from equation (6) based on the Gini pair wise difference criterion, Dagum (1997) decomposition yields a breakdown of the Gini index into a within-group contribution to the overall inequality

\[
G^w = \frac{\sum_{k=1}^{h} \left( \sum_{i=1}^{m_k} \sum_{j=1}^{m_i} |y_{ki} - y_{kj}| \right)}{2\mu n^2},
\]

(7)

and an across-group contribution to the total inequality due to the disparities between subgroup income distributions

\[
G^{AG} = \frac{\sum_{k=1}^{h} \sum_{l \neq k} \left( \sum_{i=1}^{m_k} \sum_{j=1}^{m_l} |y_{ki,j} - y_{li,j}| \right)}{2\mu n^2}.
\]

(8)

In general, equations (4) and (8) are not equivalent, the former accounts for inequality between subgroup mean incomes, the latter considers all possible pair wise disparities between incomes belonging to different subgroups. The between-
group and the across-group components coincide only if subgroup income distributions do not overlap (Mookherjee and Shorrocks, 1982).

Now, we combine Silber matrix technique and Dagum approach by providing a new matrix compact form for the Gini index. Let us introduce the $n$ by 1 vector $1_n$ with elements equal to 1, then $D = 1_n y' - y 1_n'$ represents the skew symmetric matrix containing the $n^2$ pair wise differences between incomes of vector $y$ defined in the previous section. Using the Hadamard product operator (see Vernizzi (2009) and Vernizzi et al. (2010) for further details on the use of Hadamard product for Gini computation purpose), denoted by $\circ$, it can be verified that

$$G = \frac{1}{2\mu} e'(G \circ D) e, \quad (9)$$

where $G$ is an $n$ by $n$-matrix and $e$ has dimension equal to $n$ by 1. In (9), the entry wise product between $G$ and $D$ ensures that all non-positive pair wise differences in the upper diagonal entries of $D$ change their sign. Thus, the matrix $G \circ D$ contains the $n^2$ non-negative pair wise income differences considered in (6).

Since $\frac{1}{\mu n} y = s$, expression (9) can be written in terms of per capita income shares,

$$G = \frac{n}{2} e'(G \circ S) e. \quad (10)$$

where $S = 1_n s' - s 1_n'$ is the skew symmetric matrix containing the $n^2$ pair wise differences between per capita income shares. Expression (10) can be re-arranged by using the Hadamard product properties yielding the following matrix compact formula (see Appendix A)

$$G = \frac{1}{2n} tr(GS'). \quad (11)$$

Next, we introduce the $n$ by 1 vector $w_k$ with non-zero elements equal to 1 in the corresponding positions filled by income shares belonging to subgroup $k$ in the vector $s$. Then, the square matrix $W = \sum_{k=1}^{h} w_k w_k'$ has 1 element in the entries corresponding to pair wise differences involving two income shares of a same subgroup in $s$. By inserting $W$ in equation (10), one obtains

$$G^w = \frac{n}{2} e'(G \circ W \circ S) e = \frac{1}{2n} tr(GS^w'), \quad (12)$$
where $S^W = W \circ S$. Expression (12) is equivalent to equations (3) and (7), yielding the within-group contribution to the overall inequality due to the disparities between income shares belonging to a same subgroup. By setting $J = 1_n 1_n'$, the square matrix $J - W = \sum_{k=1}^{h} \sum_{l \leq k}^{h} w_k w_l'$ stands for the matrix selecting pair wise differences between income shares belonging to different subgroups from $S$. Thus, the expression for the across-group component of the total inequality is

$$G^{AG} = \frac{n}{2} e^t \left[ G \circ (J - W) \circ S \right] e = \frac{1}{2n} tr \left( GS^{AG} \right),$$

where $S^{AG} = (J - W) \circ S$.

Now, let $A$ stand for the $n$ by $n$ permutation matrix re-arranging the elements of $s$ in accordance with the ordering criterion $A$ defined in the previous section, $s_A = As$. In equation (13), by replacing $S$ and $W$ with $S_A = 1_n s_A' - s_A 1_n = ASA'$ and $W_A = AWA'$ respectively, after some algebraic manipulations one obtains (see Appendix B)

$$G^B = \frac{n}{2} e^t \left[ G \circ (J - W_A) \circ S_A \right] e = \frac{1}{2n} tr \left( A'GAS^{AG} \right),$$

which is equivalent to Silber expression for the between-group Gini component defined in (4). Then, subtracting the expression for $G^B$ in (14) from the formula (13), we have the expression for the transvariation (overlapping) component

$$G^T = \frac{1}{2n} tr \left[ \left( G - A'GA \right) S^{AG} \right]$$

which is equivalent to (5). The matrix $G - A'GA$ detects the transvarying pairs from the matrix $S$: it has non-zero elements equal to $-2 (+2)$ in its upper (lower) diagonal entries corresponding to transvarying pairs in $S$. The matrix $A'GA$ identifies violations of the decreasing ordering of income shares in $s_A$ by showing a value opposite to that of $G$ in each entry corresponding to a difference in $S$ between two incomes representing a transvarying pair, while $A'GA$ and $G$ have the same elements in the entries corresponding to non-transvarying pairs. It follows immediately that subtracting $A'GA$ from $G$, the non-zero elements (equal to $-2$ in the upper-diagonal entries, to $+2$ in the lower-diagonal ones) of $G - A'GA$ fill the entries corresponding to transvarying pairs in the matrix $S$. A
simple numerical example is shown to provide a practical explanation of the role of $A'GA$. Consider four income receivers partitioned in two subgroups each containing two individuals and let the income shares of subgroup 1 be given by 0.4 and 0.2, and those of subgroup 2 by 0.3 and 0.1. The vector of income shares sorted by decreasing order is $s'=(0.4 \ 0.3 \ 0.2 \ 0.1)$ whereas the vector of income shares sorted by the ordering $A$ is $s_A'=(0.4 \ 0.2 \ 0.3 \ 0.1)$. Then, the pair of income shares $(s_2=0.3, s_3=0.2)$ represents a transvarying pair. Thus the matrix $A'GA$ has a $+1$ element in its (2,3)th entry and a $-1$ in the (3,2)th entry instead of, respectively, a $-1$ and a $+1$ element as shown in $G$. The remaining elements of $A'GA$ coincide with the elements of $G$. Then, it can easy verified that $G-A'GA$ is a matrix with the (2,3)th element equal to $-2$ and the (3,2)th one equal to $+2$, while the other elements are equal to zero.

In the case of one pair of identical income shares belonging to different subgroups, this pair is denoted by non-zero elements in $G-A'GA$ only if the income share belonging to poorer (on average) subgroup is ranked ahead of the income share belonging to richer (on average) subgroup in vector $s$. Regardless of the convention adopted for ranking identical income shares belonging to different subgroups in $s$, one pair of identical shares provides a null contribution to the transvariation component because the corresponding elements of $S$ are equal to zero. In the following, we shall come back to the choice of the ordering criterion for ranking identical income shares of different subgroups in order to obtain matrix expressions counting transvarying pairs.

If transvariation does not exist, the vector of income shares arranged by the ordering criterion $A$ coincides with the vector of income shares sorted in decreasing order, and then $A=I_n$ yielding $G^T=0$.

Given a unique matrix containing all the information on the disparities concerning the income distribution, denoted by $S$, the presented decomposition technique has the appealing feature of deriving the various components of the overall inequality by separating the pair wise inequality contributions contained in $S$ by means of permutation and selection matrices defined according to a population partition into exclusive and exhaustive subgroups. Starting from the matrix expression for the across-group inequality, the transvariation inequality is achieved as a clear and straightforward contribution of disparities between subgroup distributions, while the between-group inequality is calculated without assuming that all income receivers of a subgroup have the same income. As noted in Ebert (2010), $G^{AG}$ and $G^B$ represent two extreme ways of measuring disparity between subgroup distributions, one accounting for inequality between all pairs of incomes belonging to different subgroups ($G^{AG}$), the other reducing disparity between subgroups to inequality between subgroup average incomes ($G^B$). Utilizing the full information available, the proposed decomposition technique reconciles these extreme possibilities of determining inequality between subgroup
distributions by showing that both $G^{AG}$ and $G^{B}$ can be derived from the same standpoint, one matrix containing full information, and without employing average incomes.

4. A new matrix expression for counting transvariation and its application

In this section, we show that the proposed technique can be used to derive a convenient matrix form for counting the absolute, relative frequency of transvarying pairs.

By considering per capita income shares, the total number of transvarying pairs can be expressed as follows

$$T = \sum_{k=2}^{h} \sum_{i=1}^{n_k} \sum_{j=1}^{n_i} \eta(s_{ki}, s_{lj})$$

\begin{align*}
\eta(s_{ki}, s_{lj}) &= \begin{cases} 
1 & \text{if} \quad (s_{ki} - s_{lj})(\bar{s}_k - \bar{s}_l) < 0 \\
0 & \text{if} \quad (s_{ki} - s_{lj})(\bar{s}_k - \bar{s}_l) > 0 \\
\frac{1}{2} & \text{if} \quad s_{ki} = s_{lj}
\end{cases}
\end{align*}

with the adopted convention of counting one half each pair having identical members (Calò, 2006) and the mean income share of subgroup $k$ denoted by $\bar{s}_k$.

In order to rewrite equation (16) in matrix compact form we introduce the following notation. Let $s_U$ stand for the vector of income shares arranged in decreasing order, where the identical income shares are sorted by subgroup mean in decreasing order. Let $s_L$ stand for the vector of income shares arranged in decreasing order, where the identical income shares are sorted by subgroup mean in increasing order. Then, $A_U$ and $A_L$ denote the permutation matrices satisfying the equalities $s_A = As = A_U s_U = A_L s_L$. It is worth emphasizing that by replacing $A$ in (15) with $A_U$ or $A_L$, one has expressions equivalent to (15) as the ordering of elements in $s$ does not pay attention to the reciprocal positions filled by identical income shares. However, the attempt of counting transvarying pairs in matrix form needs to specify the ordering criterion for identical income shares when sorting income shares in decreasing order.

By using $A_U$, $A_L$ and $G$, a compact matrix form for counting the number of transvarying pairs can be written as (see appendix C)
\[
T = \frac{1}{4} tr\left[GG' - A_U'GA_LG'\right] + \frac{1}{8} tr\left[A_U'GA_U'G' - A_L'GA_LG'\right] \\
= T^A + T^C.
\] (17)

In (17), \(T^A\) represents the number of pairs whose members actually transvary, while \(T^C\) accounts for pairs having identical members (conventional transvariation). Expression (17) can be re-arranged without the separation between actual and conventional transvariations, yielding

\[
T = \frac{n(n-1)}{4} - \frac{1}{8} tr\left[A_U'GA_U'G' + A_L'GA_LG'\right].
\] (18)

Given a population of size \(n\), the total number of combinations by taking two members at a time out of population is equal to \(\frac{n(n-1)}{2}\). Then, by dividing \(T\) by \(\frac{n(n-1)}{2}\) one obtains the ratio between the number of transvarying pairs and the number of all possible pairs of income shares,

\[
PT = \frac{1}{2} - \frac{1}{4n(n-1)} tr\left[A_U'GA_U'G' + A_L'GA_LG'\right].
\] (19)

The presented matrix approach enables us to achieve the transvariation component as an intuitive and precise contribution to the overall inequality and, at the same time, to compute the absolute, relative frequency of the transvariation phenomenon. This can represent an advantage when dealing with the measurement of subgroup separation, such as the definition of stratification indices that requires an in-depth analysis of overlapping. As pointed out in the literature (Yitzhaki and Lerman, 1991; Yitzhaki, 1994; Frick et al., 2006), overlapping can be seen as the inverse of stratification. Since a raise in overlapping diminishes the separation of subgroup distributions, the greater the degree of overlapping between subgroup distributions the greater the distance from the perfect stratification between subgroup distributions. By interpreting overlapping as non-stratification between population subgroups, we notice that, while the overlapping concept is linked to between-group inequality (it is defined with respect to inequality between subgroup average incomes), the well known between-group inequality measure only accounts for differences in subgroup average incomes, neglecting overlapping degree between subgroup distributions. Recent studies (Liao, 2008; Monti and Santoro, 2009) argued that stratification measurement is closely related to between-group inequality measurement. Monti and Santoro (2009) provided a Gini decomposition in which the between-group inequality component captures changes in stratification degree between two population subgroups by counting the number of transvarying pairs. Starting from Dagum decomposition of the Gini index, Liao (2008) developed stratification indices based on the between-group inequality measure and the frequency of pairwise income comparisons involving incomes of different subgroups.
For instance, we consider the following stratification index proposed by Liao (2008) and defined in absence of transvariation,

\[ I_3 = I_1 I_2 \]  

(20)

where

\[ I_1 = \frac{G - G^W}{G} \]

and

\[ I_2 = \frac{\sum_{k=2}^{k=2} \sum_{i=1}^{i=1} \left( \sum_{j=1}^{j=1} \sum_{j=1}^{j=1} d \right)}{\left( n^2 - n \right)/2}, \]

where \( d \) equals 1. The index \( I_3 \) is compounded by two other stratification indices, one accounting for the proportion of total inequality ascribed to between-group inequality, denoted by \( I_1 \), another reckoning the proportion of the number of pair wise comparisons between members of different subgroups, indicated by \( I_2 \). By means of the index \( I_3 \), the proportion of the Gini index due to between-group inequality is made relative to the proportion of the pair wise comparisons between members of different population subgroups. \( I_3 \) varies from 0, where no stratification exists, to 1, where there is full stratification. In the real world, no overlapping subgroup income ranges are seldom observed, and then we attempt to extend the above considered stratification index to the case of overlapping subgroups. In order to take into account the presence of overlapping (non-stratification), we modify the indices \( I_1 \) and \( I_2 \) as follows

\[ I_1^* = I_1 - \frac{G^T}{G}, \]  

(21)

and

\[ I_2^* = I_2 - PT; \]  

(22)

thus, we have

\[ I_3^* = I_1^* I_2^*. \]  

(23)

The index \( I_3^* \) ranges between 0 (no stratification) and 1 (full stratification), and it coincides with \( I_3 \) when dealing with no overlapping subgroup distributions. In (23) the proportion of the Gini ascribed to between-group inequality (measured by \( I_1^* \)) is made relative to the proportion of pair wise income differences between members belonging to different subgroups that actually contributes to subgroup separation, which is obtained by subtracting the
proportion of transvarying pairs from the proportion of pair wise differences between members of different subgroups (index \( I_2^* \)).

4.1. Empirical application

We provide an empirical application of the methodology developed in this paper by using income data collected by the Survey of Household Income and Wealth (henceforth, SHIW) of the Bank of Italy in 2000 and 2008 (Banca d’Italia, 2010). By considering individual data concerning employee incomes, we decompose the Gini inequality index by gender. Furthermore, we apply the modified index of stratification (\( I_3^* \)) in order to measure the stratification between subgroups. As noticed in the literature (Sørensen, 1990; Monti and Santoro, 2009), gender discrimination on the labour market often implies that men earn more than women. This fact can be seen as an example of stratification, where income inequality between subgroups defined by gender represents an aspect linked to the existence of different strata. Since stratification is a phenomenon changing over time, it seems interesting to measure stratification variation over a given period (in this case the 2000–2008 period).

Both surveys were carried out by considering household as sample unit, so sample weights are referred to households. Even if household is the basic statistical unit, household weight can be used for each household member when considering individual incomes. In the performed analysis we applied weights provided by the central bank of Italy for each household. After deleting non-positive incomes, the samples are composed of 5911 individual incomes in 2008 and 6439 incomes in 2000. Incomes are expressed in Lire in the year 2000, whereas incomes referred to 2008 are expressed in Euro.

Tables 1 reports the results of the Gini index decomposition, the stratification indices, and some descriptive statistics for the 2000-2008 period. As expected, men average income is higher than women one in both 2000 and 2008. From Table 1, it emerges that overall inequality decreases between 2000 and 2008. This decrease is mainly attributable to the lower within-group inequality shown in 2008. By looking at the stratification index \( I_3^* \) in Table 1, we observe that the year 2000 shows an index \( I_3^* \) of 0.1111 while the year 2008

<table>
<thead>
<tr>
<th>Sample</th>
<th>2008</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>0.2573898</td>
<td>0.2663702</td>
</tr>
<tr>
<td>(G^W)</td>
<td>0.1286575</td>
<td>0.1368498</td>
</tr>
<tr>
<td>(G^{AG})</td>
<td>0.1287323</td>
<td>0.1295204</td>
</tr>
<tr>
<td>(G^B)</td>
<td>0.07700322</td>
<td>0.09582038</td>
</tr>
<tr>
<td>(G^T)</td>
<td>0.05172908</td>
<td>0.03370006</td>
</tr>
<tr>
<td>(I_1^*)</td>
<td>0.2991697</td>
<td>0.3597264</td>
</tr>
<tr>
<td>(I_2^*)</td>
<td>0.3172425</td>
<td>0.3089238</td>
</tr>
<tr>
<td>(I_3^*)</td>
<td>0.0949034</td>
<td>0.1111280</td>
</tr>
</tbody>
</table>

N. of observations 5911 (women=2000, men=3911) 6439 (women=2598, men=3841)

Women av. income 14205.52 21594.68*
Men av. income 18031.14 27750*
Av. income 16373.34 25277.12*

* Average income is expressed in thousands of Lire.

Source: elaborations on SHIW data.

exhibits an index \(I_3^*\) of 0.0949, suggesting that both the situations are far from full stratification. By comparing the index \(I_3^*\) of 2000 with the index \(I_3^*\) of 2008, we observe that the stratification decreased between 2000 and 2008. This decrease can be ascribed to the ascent of transvariation inequality in 2008. Even if the proportion of across-group pairwise differences contributing to subgroup separation is higher in 2008 (measured by \(I_2^*\)), its effect is counterbalanced by the fall of the between-group inequality due to the raise in \(G^T\), as noted above. Thus, the intensity of transvariation, in terms of inequality, is more important than its relative frequency when we isolate the determinants of stratification variation moving from 2000 to 2008. Moreover, it is worth emphasizing that our empirical findings suggest that an increase in transvariation inequality component does not lead to a major role of within-group component on total inequality. In fact, the within-group component decreased between 2000 and 2008 whereas the overlapping component increased, underlining that a raise of the extent to which subgroup distributions overlap does not imply an increase of the inequality within subgroups.
5. Conclusions

The contribution of this article is two-fold. First, it has provided a matrix form decomposition of the Gini index which combines Silber matrix approach and Dagum decomposition based on the Gini pairwise difference criterion, thereby enabling to derive the within-group, the between-group and the transvariation components of total inequality by exploiting all of the information contained in one matrix accounting for disparities between per capita income shares of the overall population. Second, this matrix approach yields the quantification of transvariation in terms of inequality intensity and frequency of the event occurrence. This implies that the suggested matrix approach can be useful not only for decomposing inequality but also measuring phenomena closely linked with transvariation, such as stratification.

In conclusion, the proposed matrix approach offers a complete tool for the Gini decomposition which can be applied when dealing with no overlapping as well as overlapping subgroups.

Appendix A

This appendix proves that

\[ G = \frac{n}{2} e'(G \odot S)e = \frac{1}{2n} tr(\text{GS}') \]  \hspace{1cm} (A1)

We recall some useful properties of the Hadamard product. Given the \( n \times n \) matrices \( O, P, Q \), where \( O \) is a permutation matrix, the \( n \times 1 \) vector \( \lambda \), and the diagonal matrix \( \Lambda \) whose diagonal elements are the elements of \( \lambda \), the following properties hold:

i) \( O'(P \odot Q)O = (O'PO) \odot (O'QO) \) (see Faliva, 1996, pp. 157);

ii) \( \lambda'(P \odot Q)\lambda = tr(P\Lambda Q'\Lambda) \) (see Abadir and Magnus, 2005, pp. 340).

By using the property ii), we have

\[ G = \frac{n}{2} tr(\text{GES'}E) \]  \hspace{1cm} (A2)

where \( E \) is a diagonal matrix with diagonal elements equal to \( 1/n \). Now, given that \( E = \frac{1}{n} I_n \), it follows

\[ G = \frac{n}{2n^2} tr(GI_nS'I_n) \]

\[ = \frac{1}{2n} tr(GS'). \]  \hspace{1cm} (A3)
Appendix B

This appendix proves that

\[
G^B = \frac{n}{2} e^T \left[ G \circ (J - W_A) \circ S_A \right] e = \frac{1}{2n} tr \left( A'GAS^{A'G} \right). \tag{B1}
\]

Let recall the ordering criterion \( A \) defined in Section 2, for which incomes are sorted by decreasing subgroup mean income (first key) and, within each subgroup, in decreasing order (second key). Supposing that incomes are sorted by the ordering \( A \), the well-known expression for the between-group inequality (Mookherjee and Shorrocks, 1982) can be written as

\[
G^B = \frac{1}{2n^2} \mu \sum_{k=1}^{h} n_k n_l |\mu_k - \mu_l|
\]

\[
= \frac{1}{2n^2} \mu \sum_{k=1}^{h} \sum_{l=k+1}^{h} 2n_k n_l \left( \mu_k - \mu_l \right)
\]

\[
= \frac{1}{2n^2} \mu \sum_{k=1}^{h} \sum_{l=k+1}^{h} \sum_{i=1}^{n_k} \sum_{j=1}^{n_l} 2 \left( y_{ki} - y_{lj} \right)
\]

\[
= \frac{1}{2n} \sum_{k=1}^{h} \sum_{l=k+1}^{h} \sum_{i=1}^{n_k} \sum_{j=1}^{n_l} 2 \left( s_{kl} - s_{lj} \right), \tag{B2}
\]

where \( G^B \) is expressed as a function of the across-group pairwise share differences. Being \( A \) the permutation matrix re-arranging the element of \( s \) in accordance with the ordering \( A \), it follows that \( s_A = As \) is the vector of income shares sorted by the ordering \( A \) and \( w_{Ak} = Aw_k \) denotes the vector with non-zero elements equal to 1 in the positions filled by income shares of subgroup \( k \) in \( s_A \).

Thus, the matrices \( S_A = 1_n s_A' - s_A 1_n' \) and \( W_A = \sum_{k=1}^{h} w_{Ak} w_{Ak}' \) are, respectively, the matrix containing pairwise differences obtained from shares sorted by the ordering \( A \) and the matrix selecting within-group pairwise differences from \( S_A \).

Then, the matrix compact form accounting for across-group pairwise differences in \( S_A \) is equivalent to the between-group inequality component as expressed in (B2),

\[
G^B = \frac{n}{2} e^T \left[ G \circ (J - W_A) \circ S_A \right] e. \tag{B3}
\]

Then, since \( J - W_A = A(J - W)A' \) and \( S_A = ASA' \), using the property \( i) \) in Appendix A, expression (B3) can be re-written as
$$G^B = \frac{n}{2} e^t \{G \odot A \left[ (J - W) \odot S \right] A^t \} e$$

(B4)

$$= \frac{n}{2} e^t \{G \odot AS^{AG} A^t \} e.$$  

We now use the result obtained in Appendix A, so that expression (B4) becomes

$$G^B = \frac{1}{2n} tr\left( GAS^{AGt} A' \right)$$

$$= \frac{1}{2n} tr\left( A'GAS^{AGt} \right).$$

Appendix C

This appendix proves that

$$T = \frac{1}{4} tr\left( GG' - A_U ' G A_U G' \right) + \frac{1}{8} tr\left( A_U ' G A_U G' - A_L ' G A_L G' \right)$$

$$= T^d + T^c. \quad \text{(C1)}$$

The matrix $G - A'GA$ entered in (15) detects transvarying pairs by identifying, with non-zero elements ($\pm 2$), violations of decreasing ordering of income shares when moving from $s$ to $s_A$. However, a further ordering criterion has to be added in order to detect pairs with identical members (income shares) belonging to different subgroups. By assuming identical shares are sorted by subgroup mean in decreasing order in $s$, the permutation matrix $A_U$ re-arranges them in $s_A$ maintaining their reciprocal positions; then only actual transvarying pairs are detected by $G - A_U ' G A_U$, the number of which can be expressed as follows

$$T^d = \frac{1}{4} n^t \left[ (G - A_U ' G A_U ) \odot G \right] 1_n$$

$$= \frac{1}{4} tr\left[ GG' - A_U ' G A_U G' \right]. \quad \text{(C2)}$$

where $1_n$ is an $n$ by 1 vector with elements equal to 1. By sorting identical income shares by subgroup mean in increasing order in $s$, their reciprocal positions in $s_A$ are exchanged by means of the permutation matrix $A_L$. Thus, the matrix $G - A_L ' G A_L$ detects pairs having identical members as transvarying pairs (conventional transvarying pairs), plus the actual transvarying pairs. In order to quantify the number of conventional transvarying pairs, one can subtract the
number of actual transvarying pairs expressed in (C2) from the number of transvarying pairs obtained by replacing $G - A_U'GA_U$ in (C2) with $G - A_L'GA_L$, accounting for actual as well as conventional transvarying pairs. Therefore, transvarying pairs with identical members can be counted in matrix formula as follows

$$
T^C = \frac{1}{2} \left\{ \frac{1}{4} \mathbf{1}_n^T \left[ (G - A_L'GA_L) \circ G \right] \mathbf{1}_n - \frac{1}{4} \mathbf{1}_n^T \left[ (G - A_U'GA_U) \circ G \right] \mathbf{1}_n \right\}
$$

$$
= \frac{1}{8} \mathbf{1}_n^T \left[ (G - A_L'GA_L) - (G - A_U'GA_U) \right] \circ G \mathbf{1}_n \tag{C3}
$$

$$
= \frac{1}{8} \mathbf{1}_n^T \left[ (A_U'GA_U - A_L'GA_L) \circ G \right] \mathbf{1}_n,
$$

where the denominator in (C3) is 8 instead of 4 since we adopt the convention of counting one half each transvarying pair with identical members, as said in the main text. Next, using the result obtained in Appendix A, we can re-arrange expression (C3) as follows

$$
T^C = \frac{1}{8} tr \left( A_U'GA_U G' - A_L'GA_L G' \right).
$$
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A TYPOLOGY OF POLISH FARMS USING PROBABILISTIC D–CLUSTERING

Andrzej Młodak¹, Jan Kubacki²

ABSTRACT

The Agricultural Census conducted in Poland in 2010 was partially based on administrative sources. These data collection will be supplemented by sample survey of agricultural farm. This research is aimed at creation of an effective typology of Polish farms, which is necessary for proper sampling and reflection of many special types of agricultural activity, such as combining it with non–agricultural work. We propose some universal form of such typology constructed using data collected from administrative sources during the preliminary agricultural census conducted in autumn 2009. It is based on the especially prepared method of fuzzy clustering, i.e. probabilistic d–clustering adopted for interval data. For this reason, and because of an ambiguous impact of some key variables on classification, relevant criterions are presented as intervals. They are arbitrarily established, but also – as an alternative way – are generated endogenically, using an original optimization algorithm. For a better comparison, relevant classification for data collected “from nature” is provided.

Key words: agricultural census, probabilistic d–clustering, interval data.

1. Introduction

The Agricultural Census in Poland in 2010 was conducted according to significantly different rules than those used in its previous exercises. The main source of information gathered during the census was administrative databases. For instance, most of such data was collected from the farm registers maintained by local self – government authorities (such as Tax Register of Real Estates, Register of Lands and Buildings) or by the Agency for Restructuring and Modernization of Agriculture, which is engaged in services of applications of farmers concerning subventions from the European Union budget. The direct detailed survey (concerning mainly methods of agricultural production) was

¹ Statistical Office in Poznań, Urban Statistics Centre. E–mail: a.mlodak@stat.gov.pl.
² Statistical Office in Łódź, Centre of Realization of Statistical Surveys. E–mail: j.kubacki@stat.gov.pl.
planned to be conducted on 30% sample of farms with agricultural land area up to 1 ha and some farms with this area between 1 ha and 2 ha (the remaining were planned to be examined in an exhaustive way). The farms for which no or very few administrative data are available were also additionally interviewed (target survey).

Taking these expectations into account and following the fact that structure of Polish farms gradually changes (among others due to the accession of Poland to the European Union) and competitiveness on the market of agricultural products is ever-increasing, there is a necessity to construct a typology of farms which could allow these changes to be reflected also in future statistical agricultural surveys. Additionally, it is connected with the fact that the Agricultural Census will be conducted according to the rules of the Farm Structure Survey adopted within the EU (Regulation (EC) No 1166/2008 of the European Parliament and of the Council). It means that this survey shall be carried out in the form of a census, i.e. it should cover farms with area greater than 1 ha. In the Polish circumstances a necessity to examine smaller farms also occurs. They are not, however, a significant part of the overall population of farms, and their production is not especially significant, but due to the above mentioned special character of the Polish agriculture, a survey of them seems to be also required. Moreover, it is very important to reflect many special or mixed types of agricultural activity, such as combining it with non–agricultural work.

It is clear that a creation of a universal typology of agricultural holdings is very difficult. Some scientists argue even that, in practice, it is not feasible. Nevertheless, some – at least relatively efficient – typology is necessary to properly conduct the statistical surveys. We have undertaken a trial to construct such categorization on the basis of a dataset which was assumed to be available for all farms at the moment when the census started. It was burdened with some inconveniences, which we have tried to eliminate, although it was not always fully possible. However, the most serious of them seem to be minimized.

To satisfy these expectations we have constructed a basic and universal typology of farms using some fuzzy probabilistic d–clustering. It is a generalization of the proposal of A. Ben – Israel and C. Iyigun (2008) into an interval case. Because many key features determining a character of the farm are described by interval or ratio variables with continuous distribution of observation, the criterion of classification of a farm to a given class should be expressed by a set of intervals reflecting typical scope of values of relevant variables realized within this class. For any object (farm) we determine a class such that the probability of belonging of a farm to it is the greatest. The object will be assigned to this class. The criterion intervals can be established arbitrarily or determined using an endogenous optimization based on derivation of interval-valued function. Both approaches are here presented.

Our method differs significantly from many popular fuzzy classification algorithms, such as c-means Bezdek’s approach (J. C. Bezdek (1973), R. J. Hathaway and J. C. Bezdek (1988)), Gustafson – Kessel method (D. E. Gustafson
and W. C. Kessel (1979)), Gath – Geva probabilistic suggestion (I. Gath and, A. B. Geva (1989)) or even unsupervised FCM–NM algorithm based on normalized Mahalanobis distance (J. – M. Yih and S. – F. Huangh (2010)). All these proposals have a common feature – they are based on the fuzzy c–means procedure and are point–oriented. That is, the clusters are determined by their point centers (usually centroids). Moreover, some of them tend, for instance, to create spherical shaped clusters (Bezdek’s method) or deform original diversification of objects, which is very important in multivariate analysis (FCM–NM). Our method reflects the common practical situation, when classes are defined by reference intervals of respective variables. The three area groups of farms (above 2 ha, 1–2 ha and 0–1 ha) can be the simplest and very good example in this context. Therefore, an original distance of a point from an interval was defined. The variations of diagnostic variables are kept. The computation seems to be also much faster, because in its basic part it is non–iterative.

The presented experiment is a test study using data collected during the preliminary (trial) census before the main Agriculture Census conducted in autumn 2009. It was conducted in all farms located in the following four rural gminas (Polish NUTS 5 territorial units):

- Gniezno (Wielkopolskie Voivodship – Polish NUTS 2 region),
- Kamień (Podkarpackie Voivodship),
- Kołobrzeg (Zachodniopomorskie Voivodship),
- Rutki (Podlaskie Voivodship).

As a result of this survey, two databases have been constructed. The first of them is called the ‘master record’ and contains all data collected from administrative sources. This file was the main basis of our classification, because on a similar file (but covering the whole population of farms) the sampling and other primarily census activities will have to be performed. The second (‘gold record’) consists of information received “from nature”, i.e. directly from the farms using the modern interview techniques (such as CATI – Computer Assisted Telephone Interview, CAPI – Computer Assisted Personal Interview, etc.) and, of course, is much greater than the “master record”, because the scope of information which can be gathered during individual contact with respondent is much more broader than collected in official registers. The “gold record” reflects then the information collected directly from respondents during the preliminary census whereas the “master record” – the data from administrative sources for the same respondents obtained directly during this census (and which were assumed to be collected also just before the main census). Therefore, to assess an efficiency of our construction, we have compared our results with those which can be obtained using this more detailed information contained in the “gold record” and using the same theoretical methods.

The paper is organized as follows. Firstly (chapter 2), we present our proposal of classification of farms with its justification. The chapter 3 contains a list of variables used to determine the classes of farms. Most of them are constructed especially for our investigation using the available information in the “master
record” file. We explain exactly the methods of their computation. Next (chapter 4) the classification algorithm and method of endogenous optimization of criterion intervals is described. The empirical results of analysis and computation are given in chapter 5. Finally (chapter 6), main conclusions are formulated.

2. Main assumptions and proposal of a typology

The final form of the classification has been elaborated on the basis of many consultations with experts dealing with agricultural statistics. It was agreed that the classification should take into account three essential aspects of the analyzed problem. Firstly, in each of the size groups some farms conducting no agricultural activity can occur. Secondly, among farms conducting such activity it is worth to select these which specialize mainly in crop production and these in which animal production is prevailing direction of their activity. Theoretically, this division can be executable on the basis of results of Farm Structure Survey (FSS), but it is mainly sample (10% sample of individual farms). Because of this, it was assumed that the basis of full classification prepared before the census will be data coming from administrative sources. Of course, the scope of information available there is smaller that could be obtained from direct survey (such as FSS). This fact should be reflected in the main division.

Finally, we propose the following typology of farms:

1) Farms with the agricultural land area above 2 ha:
   a. Farms conducting productive agricultural activity with prevalence of the crop output (it will be denoted further as C1A),
   b. Farms conducting productive agricultural activity with prevalence of the animal output (C1B),
   c. Farms which conduct agricultural activity and conduct neither crop nor animal production, but maintain the agricultural land in the good agricultural culture (C1C)
   d. Farms conducting no agricultural activity (C1D).

2) Farms with the agricultural land area between 1 ha and 2 ha:
   a. Farms conducting productive agricultural activity with prevalence of the crop output (it will be denoted further as C2A),
   b. Farms conducting productive agricultural activity with prevalence of the animal output (C2B),
   c. Farms, which conduct agricultural activity and conduct neither crop nor animal production, but maintain the agricultural land in the good agricultural culture (C2C)
   d. Farms conducting no agricultural activity (C2D).

3) Farms with the agricultural land area below 1 ha:
   a. Farms conducting productive agricultural activity with prevalence of the crop output (it will be denoted further as C3A),
b. Farms conducting productive agricultural activity with prevalence of the animal output (C3B),
c. Farms, which conduct agricultural activity and conduct neither crop nor animal production, but maintain the agricultural land in the good agricultural culture (C3C)
d. Farms conducting no agricultural activity (C3D).

This proposal has an introductory character. That is, when more data will be available it will be further developed by adding new subclasses defined by a nominal criterion based on values of a new variable. For example, if due to some local circumstances we would like to select within the C1A class, farms planting the flax, we should find all farms belonging to C1A, for which the sown area of flax is greater than 0.

3. Classification variables

Our approach is based on variables measured on interval or ratio scale. A restriction only to the nominal variables results in significant restriction of information on the size and structure of a given phenomenon, which could be quite obvious in practice. Therefore, the interval or ratio variables should be preferred. But, as we stated in the previous paragraph, the nominal variables could be used rather to create more detailed classification levels, what seems also to be easy for potential users of the classification. This assumption is, however, followed by many additional problems. For example, we have to decide, which farms should be classified to the group of farm where area of agricultural land used to the crop production is very small in relation to their total land area. It is also worth noting that in the case of interval or ratio variables, adherence of an object to a given class is usually expressed by some tolerance set of values (understood, in general, as a real interval). The collection of presently used variables satisfies these postulates.

Taking into account the scope of information available in administrative sources, we have proposed the following set of classification variables:

1) Total agricultural land area in ha (denoted further as Land)
2) Coefficient of intensity of crop production (in %) (Crop)
   It is defined as
   \[
   Crop = \begin{cases} 
   \frac{grc}{pzw + grc} & \text{if } pzw + grc \neq 0, \\
   0 & \text{if } pzw + grc = 0,
   \end{cases}
   \]
   where \( grc \) is the area of land under the agricultural activity used to the crop production in a farm, and \( pzw \) denotes the size of stocks in farms raising animals recalculated into main forage area.
3) Coefficient of intensity of animal production (in %) (Animal)
   It is defined as
4) Share of agricultural land maintained in good agricultural culture in the total land area of a farm (in %) (Culture)

5) Share of meadows and pastures in the total land area of a farm (%) (Meadows).

The grc will be computed as a sum of area of land under particular crops or used for agricultural production in another way (e.g. as orchards, tree and bush nurseries, fixed crops under cover – such as mushrooms, etc.).

The quantity pzw is computed as a number of farm animals being in a given farm recalculated per Livestock Units (LU; done by multiplication of number of particular animals by respective coefficients established in relevant EU and domestic authorities regulations – cf. e.g. A. Tonini (2007), A. Tonini and R. Jongeneel (2007) or H. Lipińska and J. Gajda (2006)) and divided by the average population of LU per 1 ha of Main Forage Area (MFA) in agricultural regions. In Poland, 4 large agricultural regions specified from the point of view of natural conditions and potential for agricultural development have been established. They have the following values of the MFA per one LU: 0.76 (Pomorze and Mazury – northern and north–western regions), 1.50 (Wielkopolska and Śląsk – western and south–western parts of Poland), 1.31 (Mazowsze and Podlasie – central and north – eastern regions) and 0.90 (Malopolska and Pogórze – southern part of the country). In the trial census each agricultural region was represented by one gmina.

The coefficients Crop and Animal show which type of production has the main importance in the agriculture. If one of them is greater than 50% then the latter must be smaller than 50%. If one of them amounts to zero and the latter does not, then the farm is regarded to be concentrated only on the production of type represented by non–zero index. If no production is conducted then both indices are equal to zero.

This set of variables is, of course, not ideal. Due to practical reasons, it had to be based, however, only on the database assumed to be collected for all farms directly before the main census (from administrative sources). As mentioned in Chapter 5, it was of non–satisfactory quality due to lack of a harmonization of various registers. Our trail to improve the quality of the “master record” has not, of course, eliminated all inconveniences, but minimized only most serious of them. On the other hand, it is commonly regarded that the specialization of production could be better assessed using the structure of marketable output or standard gross margin. These data are available only from The Farm Structure Survey (based only on a relatively small – 10% – sample of individual farms) but not from the administrative sources and therefore they cannot be used for the census purposes.

\[
Animal = \begin{cases} 
\frac{pzw}{pzw + grc} & \text{if } pzw + grc \neq 0, \\
0 & \text{if } pzw + grc = 0,
\end{cases}
\]

where grc and pzw are as above.
When using traditional classification method for the internal structure of a set of the farms described by a number of variables, the orders of magnitude of these variables need to be standardized to retain the uniform influence of the individual variables on the calculated distances. In our case, all the variables considered are “by definition” normalized on [0,1] (or, more precisely, on [0%, 100%]) because their values are presented in %. Therefore, no additional normalization seems to be necessary (as the basic characteristics of their distributions would remain practically unchanged after such transformation).

4. Classification algorithm

There exist many various methods of cluster analysis. Most of them generate, however, the classes in an endogenous way (e.g. by representatives, centroids or optimal thresholds of similarity), being exclusively a result of performance of the clustering process and properties of the model (cf. B. S. Everitt et al. (2001)). One can obtain then high-quality clusters, which are usually rather hard to interpret. In the analyzed case we have the classes being established arbitrarily due to some external circumstances (e.g. expectations of users). Therefore, the criterion of appurtenance also should be fixed “in advance”. Due to variety of measurement methods and statistical properties of analyzed variables, the most reasonable solution seems to be a unique characterization of particular classes by intervals reflecting scopes of required, or typical realization of variables for farms belonging to these classes.

The classification method can be described as follows. Let \( n \in \mathbb{N} \) denotes the number of objects (farms, in this case), and \( m \in \mathbb{N} \) – the number of features (variables) characterizing these objects. Thus, we have at disposal \( m \) features \( X_1, X_2, \ldots, X_m \). Denote by \( x_{ij} \) a value of the feature \( X_j \) for \( i \)-th object, \( i = 1, 2, \ldots, n \), \( j = 1, 2, \ldots, m \). Due to the properties of our specific model we assume that all observations are nonnegative. The set of all analyzed objects will be denoted as \( \Gamma \). Each object belonging to \( \Gamma \) is uniquely represented by the vector \( \gamma_i = (x_{i1}, x_{i2}, \ldots, x_{im}) \in \mathbb{R}^m \). Assume that \( k \in \mathbb{N} \), \( 1 \leq k \leq n \) is the fixed number of typological classes which the set \( \Gamma \) we would like to divide into. Our purpose is then to obtain a sequence of subsets \( \Omega_r \subseteq \Gamma \), \( r = 1, 2, \ldots, k \), such that \( \Omega_r \cap \Omega_q = \emptyset \) for every \( r, q = 1, 2, \ldots, k \), \( r \neq q \) and \( \bigcup_{r=1}^{k} \Omega_r = \Gamma \).

Each of the \( k \) proposed typological classes has to be described by unique criterions for allocation of a given object to it. For the feature \( X_j \) we determine then \( k_j \) (\( k_j \in \mathbb{N} \), \( 2 \leq k_j \leq k \)) of criterion intervals \( \lambda_{1j}, \lambda_{2j}, \ldots, \lambda_{kj} \), such that \( \bigcup_{q=1}^{k_j} \lambda_{qj} = \mathbb{R}_+ \cup \{0\} = [0, \infty) \), \( j = 1, 2, \ldots, m \). The intervals are desired to be disjoint, although it is not absolutely necessary. According to these conditions, the interval \( \lambda_{qj} \) is of the form \( \lambda_{qj} = [a_{qj}, b_{qj}] \subseteq \mathbb{R}_+ \), where \( a_{qj} < b_{qj} \), \( q = 1, 2, \ldots, k_j - 1 \), \( j = 1, 2, \ldots, m \). Assume that any class \( \Omega_r \) is determined by an interval vector \( \Phi_r = (\varphi_{r1}, \varphi_{r2}, \ldots, \varphi_{rm}) \), where \( \varphi_{rj} = [\alpha_{rj}, \beta_{rj}] \subseteq \mathbb{R}_+ \) is the
interval belonging to the set of criterion intervals of a given feature, i.e. \( \varphi_{rj} \in \{ \lambda_{1j}, \lambda_{2j}, \ldots, \lambda_{kj} \} \) (and therefore \( \alpha_{rj} = a_{qj} \) and \( \beta_{rj} = b_{qj} \) for some \( q \in \{1, 2, \ldots, k\} \)), and selected to establishment of a criterion characterizing this class, \( r = 1, 2, \ldots, k, j = 1, 2, \ldots, m. \)

For a better precision of further analysis, we have now to introduce a definition of a distance of a real number \( y \) from the interval \( U = [u_1, u_2] \subseteq \mathbb{R}, u_1 \leq u_2. \) We do this using the formula:

\[
\delta(y, U) \equiv \begin{cases} 0 & \text{if } y \in U, \\ \min(|y - u_1|, |y - u_2|) & \text{if } y \notin U. \end{cases}
\]  

(1)

Note that the definition (1) has a sense also if one of the limits of the interval \( U \) is infinite. In such case, if \( y \notin U \), we assume as a distance the absolute value of a difference between \( y \) and the finite limit of \( U \).

An aggregated distance of \( i \)-th object (represented by the vector \( \gamma_i \)) from the \( r \)-th typological class \( \Omega_r \) described by the criterions \( \Phi_r \) is defined to be a maximum of partial distances from particular criterion intervals, i.e.

\[
d(\gamma_i, \Phi_r) \equiv \max_{j=1,2,\ldots,m} \delta(x_{ij}, \varphi_{rj})
\]  

(2)

\( r = 1, 2, \ldots, k, i = 1, 2, \ldots, n. \) That is, the distance from an object to a class is computed by calculation of the distances of data for variables describing a given object from respective intervals describing the class (expressed by (1)) and next a determination of maximum of them. This choice enables one to avoid a compensation of discrepancy in respect to some criterion by a similarity connected with other criterion, what is unfavorable from the point of view of the classification.

The purpose of our analysis is to determine optimum probabilities of assignment of an object represented by the vector \( \gamma_i \) to typological classes determined by the criterions \( \Phi_1, \Phi_2, \ldots, \Phi_k. \) In this context, the key postulate is that this probability should be reversely proportional to a distance of the object from the given class. Therefore, it is proposed to apply the model of so-called probabilistic d–clustering (cf. e.g. A. Ben–Israel and C. Iyigun (2008)). It belongs to the tools of fuzzy classification. In the investigated case we would like to find numbers \( p_k(\gamma_i), r = 1, 2, \ldots, k, i = 1, 2, \ldots, n, \) which minimize the value of the target function:

\[
f(p_1(\gamma_i), p_2(\gamma_i), \ldots, p_k(\gamma_i)) = \sum_{i=1}^{n} \sum_{r=1}^{k} d(\gamma_i, \Phi_r) p_r^2(\gamma_i)
\]  

(3)

with the conditions:

\[
\sum_{r=1}^{k} p_r(\gamma_i) = 1
\]
for every $r = 1, 2, ..., k$, $i = 1, 2, ..., n$.

The results presented in the cited article can be applied also in this case. Assuming reasonable requirement that $p_r(y_i) d(y_i, \Phi_r) = \text{const.}$ (depending on $y_i$) for every $r = 1, 2, ..., k$, $i = 1, 2, ..., n$, the optimum probability of assignment of an object represented by the vector $y_i$ to the class $\Omega_r$ described by $\Phi_r$, is given by the formula:

$$p_r^*(y_i) = \frac{\prod_{q=1,2,...,k} d(y_i, \Phi_q)}{\sum_{q=1}^{k} \prod_{u=1,2,...,k} d(y_i, \Phi_u)}, \quad (4)$$

for every $r = 1, 2, ..., k$, $i = 1, 2, ..., n$. The object represented by the vector $y_i$ is assigned to such class for which the probability of assignment expressed by (4) is the greatest. When the optimal probabilities (4) for two or more classes are identical, then the classification of the object will be determined by maximum partial distance from the particular unit criterion. As we can conclude from the formula (4), a significantly important problem is such choice of limits of criterion intervals that enables to exclude a possibility of an occurrence of zero distances of an object from two or more different classes (what could result in the zero value of the denominator in (4)). Unlike many other classification algorithms, this approach is non-iterative, because the algorithm of assignment and – by the same token – the optimum class for a given farm is exactly computed using the formula (4) derived by mathematical methods. An iteration will be used to obtain the theoretical optimum classes, as we will describe in the next part of this chapter.

Some assessment of quality of obtained classification one could obtain by determination of $k$ interval criterion vectors by an iterative algorithm, originally proposed using some ideas coming from papers by A. Ben–Israel and C. Iyigun (2008) and C. Iyigun (2007) and being a development of some concepts suggested by E. Weiszfeld (1937), adopted to our specific situation. To obtain an optimal criterion division $\Phi^*_1, \Phi^*_2, ..., \Phi^*_k$ for the exercise (3), we have to consider the problem of differentiation of a function defined on a set of closed intervals contained in a real line. Let $\mathbb{R}^k_{	ext{int}} \equiv \{(a, b): a, b \in \mathbb{R}, a \leq b\}$ be this set. Of course, $\mathbb{R} \subseteq \mathbb{R}^k$, because a real number is an interval itself (although of a thin form, i.e. with equal limits). Let $Y = [y_1, y_2] \in \mathbb{R}$ will be non–trivial, i.e. $y_1 < y_2$. Consider the function $g: \mathbb{R}^k \rightarrow \mathbb{R}$ defined on its whole domain. Let $h$ be some real number such that $\xi_{y,h} \equiv [y_1 + h, y_2 - h] \in \mathbb{R}$. A lower and upper derivation of the function $g$ at its argument $Y$ are defined respectively as:

$$g'(Y) = \lim_{h \to 0^-} \frac{g(\xi_{y,h}) - g(Y)}{h} \quad \text{and} \quad \overline{g}'(Y) = \lim_{h \to 0^+} \frac{g(\xi_{y,h}) - g(Y)}{h}.$$
If \( g'(Y_0) = \overline{g}'(Y_0) \), then we say that the function \( g \) is differentiable at the argument \( Y_0 \), and its derivation at this argument will be denoted as \( g'(Y_0) \) or \( \frac{\partial g}{\partial Y} \bigg|_{Y_0} \).

Let us come back to our distance (1), which – investigated as a function of intervals \( U \) – belongs to the analyzed family of interval functions. For its argument \( V = [v_1, v_2] \in \mathbb{R} \), we have then:
\[
\frac{\partial \delta(x, U)}{\partial U} \bigg|_{V} = \begin{cases} 
0 & \text{if } (v_1, v_2) \ni x, \\
1 & \text{if } v_2 < x \text{ or } v_1 > x.
\end{cases}
\]

Intervals of the form \([a, x], [x, b] \in \mathbb{R}\) are places where the function \( \delta \) is not differentiable. In both cases the lower derivation in such place equals to 0 but the upper amounts to 1.

Taking these observations into account, we can determine theoretical optimum criterion intervals. Our main purpose is to determine such limits of these intervals that the value of the function (3) was minimum. For any class \( \Omega_r, r = 1, 2, ... , k \), we consider two cases:

**Case 1.** The class \( \Omega_r \) \((r \in \{1, 2, ..., k\})\) has such property that no object is strictly identifiable as belonging to it, i.e. \( d(y_i, \Phi_r) > 0 \) for every \( i = 1, 2, ..., n \). Then, the solution of these problems is to find such interval arguments for which the gradient of the function (3) restricted to this class amounts to zero. More formally, we would like for every \( j = 1, 2, ... , m \) to find such intervals \( \varphi_{rj} = [\alpha_{rj}, \beta_{rj}] \in \mathbb{R} \), that
\[
\sum_{i=1}^{n} \frac{\partial \delta(x_{ij}, \varphi_{rj})}{\partial \varphi_{rj}} \frac{\delta(x_{ij}, \varphi_{rj})}{d(y_i, \Phi_r)} p_{r}^2(y_i) = 0. \tag{5}
\]

Taking into account our conclusions about differentiation of the function \( \delta \), the equality (5) holds if and only if
\[
\sum_{i=1, 2, ..., n: \ x_{ij} < \alpha_{rj}} \left( \alpha_{rj} - x_{ij} \right) p_{r}^2(y_i) \frac{1}{d(y_i, \Phi_r)} + \sum_{i=1, 2, ..., n: \ x_{ij} > \beta_{rj}} \left( x_{ij} - \beta_{rj} \right) p_{r}^2(y_i) \frac{1}{d(y_i, \Phi_r)} = 0 \tag{6}
\]
for every \( j = 1, 2, ... , m \).

Because both components of the sum on left–hand side of (6) are nonnegative, then the equality (6) holds only if each of them equals to zero. After relevant transformations we obtain the optimum limits of intervals of the form:
\[
\alpha_{rj}^* = \sum_{i=1, 2, ..., n: \ x_{ij} < \alpha_{rj}} \frac{p_{r}^2(y_i)}{d(y_i, \Phi_r)} x_{ij}, \tag{7a}
\]
and

$$\beta^*_r = \sum_{i=1,2,\ldots,n} \frac{p^*_2(y_i)}{d(y_i, \Phi^*_r)} x_{ij},$$

(7b)

$$r = 1,2,\ldots,k, j = 1,2,\ldots,m.$$  

Case 2. Let $\Omega_r (r \in \{1,2,\ldots,k\})$ be a class such that there exist objects strictly identifiable as belonging to it, i.e. for some $i \in \{1,2,\ldots,n\}$ we have $d(y_i, \Phi_r) = 0$. Let $\Xi_r$ be a set of objects strictly identifiable as belonging to the class $\Omega_r$. Then the approximation of limits of optimum intervals can be obtained respectively as minimum and maximum values of respective features, i.e.

$$\alpha^*_r = \min_{i \in \Xi_r} x_{ij} \text{ and } \beta^*_r = \max_{i \in \Xi_r} x_{ij}$$

(8)

for every $j = 1,2,\ldots,m$.

The algorithm is now iterative. We start from arbitrarily fixed criterion intervals; the optimum probabilities (4) of appurtenance of objects to them are determined. Next, using the formulas (7a), (7b) or (8) and inserting to their right-hand sides all estimated values, we obtain first iteration of the optimum classes. Next, using them, we perform the second iteration and so on. We stop the procedure, when the distance between criterion structures of two successive iterations will be smaller than an arbitrarily established positive threshold $\varepsilon$. The distance of two criterion structures is calculated using the formula (where $\Phi = (\Phi_1, \Phi_2, \ldots, \Phi_k)$, $\Phi' = (\Phi'_1, \Phi'_2, \ldots, \Phi'_k)$ is assumed):

$$d_{\#}(\Phi, \Phi') = \frac{1}{k} \sum_{r=1}^{k} \left[ \frac{1}{m} \sum_{j=1}^{m} d^2_{\mathcal{H}}(\varphi_{rj}, \varphi'_{rj}) \right].$$

where $d_{\mathcal{H}}$ is the Hausdorff distance between respective intervals. The Hausdorff distance between two intervals $U = [u_1, u_2], W = [w_1, w_2] \subseteq \mathbb{R}$, $u_1 < u_2$, $w_1 < w_2$, is defined as:

$$d_{\mathcal{H}}(U, W) = \max(\{|w_1 - u_1|, |w_2 - u_2|\}).$$

Therefore, the iteration is continued until $d_{\#}(\Phi, \Phi') \leq \varepsilon$, where $\Phi$, and $\Phi'$ denote structures obtained in two subsequent iterations. Of course, the optimum collection of criterion intervals can contain for some variables also non–disjoint intervals.

It is worth noting that this method differs significantly from other well–known fuzzy classification algorithms. All of them are based on the following objective function.
where \( \bar{\Phi}_r \) is the centroid of the group \( \Phi_r \), \( q \in \mathbb{N} \) is fixed and \( d^2(\gamma_i, \bar{\Phi}_r) \) is the distance of the object \( \Gamma_i \) from the centroid of respective group \( \Phi_r \) (\( i = 1, 2, ..., n \), \( r = 1, 2, ..., k \)), is defined in various ways. J. C. Bezdek (1973) and R. J. Hathaway and J. C. Bezdek (1988) define it to be the Euclidean norm on \( \mathbb{R}^m \), D. E. Gustafson and W. C. Kessel (1979) as a modified Mahalanobis distance with preserved volume, in Gath–Geva approach (I. Gath and A. B. Geva (1989)) the distance is defined using the posterior probability function assuming that the normal distribution with expected variance and covariance matrix is chosen for generating a datum with prior distribution. Finally, the FCM – NM algorithm (J. – M. Yih and S. – F. Huangh (2010)) is based on the normalized Mahalanobis distance. All these algorithms are iterative and belong to the c–means clustering “family”, i.e. they consist of iterations starting either with an initial guess for partitioning on prototype (centroid) vectors \( \bar{\Phi}_r \) and is continued until the distances between two successive iterations are sufficiently small. That is, iteration stops with the first \( \Phi^{(u)} \) such that \( \| \Phi^{(u)} - \Phi^{(u-1)} \| < \varepsilon \), where \( \varepsilon \) is the arbitrarily established threshold of accuracy, \( \Phi^{(u)} \) is the partition obtained at the \( u \)-th step, \( u = 1, 2, ... \). Each of these concepts has its disadvantages: the Bezdek’s method tends to create spherical clusters, in the Gustafson–Kessel method the added fuzzy covariance matrices in their distance measure are not directly described, in the Gath–Geva algorithm the assumption that the data are multivariate normally distributed can be inappropriate in practice. And, finally, the FCM–NM proposal deforms the original variation of the diagnostic variables.

Our method, although belonging to the fuzzy clustering tools (compare the objective functions (3) and (9)), seems to be much more practically useful. The typological classes are usually defined using the reference (or tolerance) intervals for particular variables and it satisfies this postulate. Moreover, the optimization is very simple and enables to compare practical criterions with their artificial but theoretically optimum equivalences with no significant influence of some inconvenient aspects, e.g. sphericality.

Here one can also compare the form of membership matrix (see for example formula (2) in I. Gath and A. B. Geva (1989)) and the probability of assignment (see formula (4) in our work), what reveals that some ideas are common in both approaches, but particular implementation of the algorithms may be different and sometimes leads to different results. More detailed analysis related to such comparison may be done in the future.
5. Results of classification

According to our assumptions, to perform the classification, one should define effective criterion intervals. They were established using main requirements concerning particular class or, if they are not specified, as typical observation for respective groups of farms occurring in other, but similar, statistical surveys (such as FSS) conducted in the near past. Our final choice is presented in Table 1. The upper element of each cell denotes the lower limit of the respective interval, and the lower one – its upper limit.

**Table 1. Arbitrarily assumed criterion intervals**

<table>
<thead>
<tr>
<th>Variable</th>
<th>C1A</th>
<th>C1B</th>
<th>C1C</th>
<th>C1D</th>
<th>C2A</th>
<th>C2B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>10000</td>
<td>10000</td>
<td>10000</td>
<td>10000</td>
<td>1.999</td>
<td>1.999</td>
</tr>
<tr>
<td>Crop</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>49.9999</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>49.9999</td>
</tr>
<tr>
<td>Animal</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>49.9999</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>49.9998</td>
<td>100</td>
</tr>
<tr>
<td>Culture</td>
<td>50</td>
<td>0</td>
<td>0.00001</td>
<td>0</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>49.9999</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>49.9999</td>
</tr>
<tr>
<td>Meadows</td>
<td>10</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>39.9999</td>
<td>100</td>
<td>9.9999</td>
<td>0</td>
<td>39.9999</td>
<td>100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>C2C</th>
<th>C2D</th>
<th>C3A</th>
<th>C3B</th>
<th>C3C</th>
<th>C3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1.999</td>
<td>1.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>Crop</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>49.9999</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Animal</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>49.9999</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Culture</td>
<td>0.00001</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>0.00001</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>49.9999</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Meadows</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>9.9999</td>
<td>0</td>
<td>39.9999</td>
<td>100</td>
<td>9.9999</td>
<td>0</td>
</tr>
</tbody>
</table>

Source: Authors’ elaboration.

The ‘master record’ is a file being a compilation of data from several various administrative sources, such as Tax Register of Real Estates or database maintained by the Agency for Restructuring and Modernization of Agriculture. Due to significant differences between these sources in terms of timeliness and
scope of information, many contradictions within the data could be observed. The most important of them are:

- for 493 records the area of agricultural land maintained in good agricultural culture is larger than the total area of agricultural land,
- for 2 other records the area of meadows and pastures is larger than the total area of agricultural land,
- for other 112 records the area of arable land is larger than the total area of agricultural land,
- area of meadows and pastures is positive, but the area of agricultural land maintained in good agricultural culture amounts to 0 (next 790 records).

Summarizing, 1397 records (i.e. 37.7\%) were defective and had to be removed from further analysis. Moreover, the ‘master record’ contains no data on neither sown area nor structure of the basic crops. One can find there only information on some “peripheral” crops, i.e. flax, hemp and hop. Therefore, we cannot also indicate farms where the agricultural production exceeds the thresholds adopted within EU. Moreover, the Agency for Restructuring and Modernization of Agriculture does not register the farms for which agricultural land area is smaller than 1 ha. These problems (taking into account also the fact that the Agency gathers no data on the total agricultural land, but only on the land maintained in the good agricultural culture) are the main difficulties in harmonization of the analyzed registers.

Due to lack of data on crops, a direct computation of the quantity $grc$ necessary to determine the classification variables $Crop$ and $Animal$ is impossible. Therefore, estimation is needed. We have done it using the relevant data gathered during the Farm Structure Survey in 2007. That is, we have constructed a linear regression model with $grc$ as explained variable and arable land area ($aland$) as explanatory variable. The regression function is of the form:

$$grc = 0.98455 \cdot aland - 0.03105.$$  \hspace{1cm} (10)

The value of the Student’s $t$–test for intercept amounts to -3.02 (p=0.0025) and for the slope 5446.25 (p<0.0001). The analysis of variance and adjustment is presented in Table 2.
Table 2. Regression of $grc$ according to arable land area – analysis of variance and assessment of adjustment

Analysis of variance

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Sum of Squares</th>
<th>Mean Square</th>
<th>F Value</th>
<th>Pr &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>1</td>
<td>502043681</td>
<td>502043681</td>
<td>2.96E7</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Error</td>
<td>185159</td>
<td>3133940</td>
<td>16.9257</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corrected Total</td>
<td>185160</td>
<td>505177621</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Adjustment of the model

<table>
<thead>
<tr>
<th>Source: Root MSE</th>
<th>4.1141</th>
<th>R-Square</th>
<th>0.9938</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent Mean</td>
<td>20.6096</td>
<td>Adj R-Sq</td>
<td>0.9938</td>
</tr>
<tr>
<td>Coeff Var</td>
<td>19.9620</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Authors’ elaboration using the SAS Enterprise Guide 4.2 environment.

On the basis of these results we can conclude that this model is well established and may be an effective tool for estimation. We have used it. If an estimate of $grc$ obtained on the basis of regression function was negative (it is sometimes possible for very small farms), we have assumed it to be zero. The function (10) was finally used to estimate the variables Crop and Animals.

Now, we present the classification obtained using the “master record” set. The Table 3 contains specification of number of farms belonging to each class and average value of particular classification variables within it. To avoid some misclassification which is undesirable from the practical point of view, during the maximization of the probabilities (4) (with the distance of object from classes computed using (2)) , we have preferred those elements which are more strictly desired from the practical point of view. That is, we have minimized (4) only within the farms of the same size type (in terms of Land variable) as the classified object. That is, we have looked for such optimum class, for which the land area of the given farm belong to the respective land area interval describing this class. If necessary, this additional criterion was extended also to the variables Crop or Animal.

The quality of received clustering was assessed using three indices. The coefficient of homogeneity of clusters is given as

$$hm = \frac{1}{k} \sum_{r=1}^{k} \frac{1}{n_r} \sum_{\gamma_i \in \Omega_r} d_e(\gamma_i, \bar{y}_r),$$

and the coefficient of their heterogeneity, i.e. mutual separation level (assuming that $k>1$):
where $\bar{y}_r$ is the centroid of the class $\Omega_r$, i.e. the vector, which coordinates are arithmetic means of observations of respective variables for objects belonging to this class, $r = 1, 2, \ldots, k$, and $d_e(\cdot, \cdot)$ denotes the Euclidean distance. The coefficient of correctness of clusters is a ratio of these two quantities (i.e. it equals to $hm/ht$). The closer to zero it is, the better the quality of clustering is.

Table 3. Classification of farms using the ‘master record’ data

<table>
<thead>
<tr>
<th>Class</th>
<th>Number of farms in the class</th>
<th>Land</th>
<th>Crop</th>
<th>Animal</th>
<th>Culture</th>
<th>Meadows</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1A</td>
<td>911</td>
<td>16.2812</td>
<td>84.9414</td>
<td>15.0586</td>
<td>71.9838</td>
<td>20.1087</td>
</tr>
<tr>
<td>C1B</td>
<td>327</td>
<td>17.5099</td>
<td>33.2624</td>
<td>66.7376</td>
<td>87.6120</td>
<td>28.7586</td>
</tr>
<tr>
<td>C1C</td>
<td>17</td>
<td>6.1618</td>
<td>0</td>
<td>0</td>
<td>84.5360</td>
<td>0</td>
</tr>
<tr>
<td>C1D</td>
<td>31</td>
<td>9.4671</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C2A</td>
<td>156</td>
<td>1.4583</td>
<td>98.9344</td>
<td>1.0656</td>
<td>45.2971</td>
<td>12.2058</td>
</tr>
<tr>
<td>C2B</td>
<td>13</td>
<td>1.5741</td>
<td>32.2028</td>
<td>67.7972</td>
<td>80.6275</td>
<td>32.5879</td>
</tr>
<tr>
<td>C2C</td>
<td>4</td>
<td>1.4850</td>
<td>0</td>
<td>0</td>
<td>90.0211</td>
<td>0</td>
</tr>
<tr>
<td>C2D</td>
<td>8</td>
<td>1.5625</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C3A</td>
<td>190</td>
<td>0.4109</td>
<td>99.6811</td>
<td>0.3190</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C3B</td>
<td>35</td>
<td>0.0479</td>
<td>1.5527</td>
<td>98.4473</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C3C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C3D</td>
<td>438</td>
<td>0.0099</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Source: Authors’ elaboration using original procedure written in the SAS Enterprise Guide 4.2 environment.

The coefficient of homogeneity amounts to 16.014, the coefficient of heterogeneity of clusters equals to 91.650 and hence the coefficient of correctness amounts to 0.1747. It is a very satisfactory result and therefore the division can be perceived as effective.

Using the procedure described in paragraph 4 we have determined the limits of classes in an econometrically optimum division. We have then obtained 11 non–trivial classes, which are uniquely described by the following intervals (for details, see Table 4).
### Table 4. Optimum classes for the “master record”

<table>
<thead>
<tr>
<th>Variable</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
<th>Class 5</th>
<th>Class 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land</td>
<td>2</td>
<td>2</td>
<td>2.020</td>
<td>1.030</td>
<td>0.490</td>
<td>1.100</td>
</tr>
<tr>
<td></td>
<td>135.760</td>
<td>27.270</td>
<td>46.810</td>
<td>1.995</td>
<td>2.390</td>
<td>1.740</td>
</tr>
<tr>
<td>Crop</td>
<td>50.191</td>
<td>0</td>
<td>0</td>
<td>51.916</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Animal</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>49.810</td>
<td>0</td>
<td>0</td>
<td>48.084</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Culture</td>
<td>50.969</td>
<td>23.579</td>
<td>0</td>
<td>56.853</td>
<td>0</td>
<td>84.118</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>85.057</td>
<td>100</td>
</tr>
<tr>
<td>Meadows</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>12.817</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>39.877</td>
<td>0</td>
<td>0</td>
<td>39.288</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Class 7</th>
<th>Class 8</th>
<th>Class 9</th>
<th>Class 10</th>
<th>Class 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land</td>
<td>1.010</td>
<td>1.320</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1.860</td>
<td>1.530</td>
<td>1.290</td>
<td>1.750</td>
<td>0.990</td>
</tr>
<tr>
<td>Crop</td>
<td>0</td>
<td>33.887</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>35.401</td>
<td>0</td>
<td>72.930</td>
<td>0</td>
</tr>
<tr>
<td>Animal</td>
<td>0</td>
<td>64.599</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>66.113</td>
<td>0</td>
<td>58.569</td>
<td>0</td>
</tr>
<tr>
<td>Culture</td>
<td>0</td>
<td>84.967</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>86.364</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Meadows</td>
<td>0</td>
<td>53.788</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>57.516</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Source: Authors’ elaboration using original procedure written in the SAS Enterprise Guide 4.2 environment.

These classes reflect better the actual structure within the analyzed database and seem to be rather easy to interpret. They are also similar to those presented in the Table 1. The one slightly more significant difference between them is that no optimum class is described by values of the Animal being above 67% and Crop below 33% (except for zero). Also values of the Meadows belonging to the interval (0, 10) were also omitted. The main probable reason of this phenomenon could be a fact that for most of farms with prevalence of animal production its domination over the crop production is not especially significant. On the other hand, the distance of the variable Animal from the interval (67,100] can be smaller than, e.g. a distance of Meadows from the thin interval [0,0]. For example,
if for some farm the values of the classification variables are as follows: \( \text{Land}=1.50, \text{Crop}=25\%, \text{Animal}=75\%, \text{Culture}=85\% \) and \( \text{Meadows}=20\% \), then it will be classified to the class 8. Such situations affect the final results. The nature of such behavior can be explained also taking into consideration that there are relatively small numbers of farms with prevalence of animal production (what is evident for example for C2B and C2C classes), what – with some similarities for variables other than crop and animal in C1 and C2 classes – may cause that such farms were omitted in final classification. An advantage of these classes is the clear presentation of farms of various size and type which have conducted no agricultural production (classes 2, 3, 5, 6, 9, 11). It is confirmed by the comparative classification done using the new classes –1, 4, 8 or 10 with the average values of \( \text{Crop} \) and \( \text{Animal} \) amounting to, respectively, 86.88\% and 15.12\%, 99.14\% and 0.86\%, 34.64\% and 65.36\% and, finally, 22.61\% and 17.39\%.

For a better comparison, we will present now results of classification using the data collected “from nature”, i.e. by direct interviewing the farmers (the “gold record” file). These data are, of course, much more detailed and therefore some classification variables computed using them are of higher quality than those determined using the “master record” database. The earlier established collection of criterion intervals (Table 1) remains without any change. The classification is presented in Table 5.

**Table 5.** Classification of farms on the basis of the ‘gold record’ (restricted to farms considered in Table 3.)

<table>
<thead>
<tr>
<th>Class</th>
<th>Number of farms in the class</th>
<th>Land</th>
<th>Crop</th>
<th>Animal</th>
<th>Culture</th>
<th>Meadows</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1A</td>
<td>1021</td>
<td>12.6959</td>
<td>78.1635</td>
<td>21.8365</td>
<td>97.1076</td>
<td>27.1654</td>
</tr>
<tr>
<td>C1B</td>
<td>281</td>
<td>14.9352</td>
<td>40.4804</td>
<td>59.5196</td>
<td>97.9527</td>
<td>29.9669</td>
</tr>
<tr>
<td>C1C</td>
<td>19</td>
<td>11.8884</td>
<td>0</td>
<td>0</td>
<td>98.6842</td>
<td>0</td>
</tr>
<tr>
<td>C1D</td>
<td>25</td>
<td>4.1644</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C2A</td>
<td>208</td>
<td>1.4361</td>
<td>87.1073</td>
<td>12.8927</td>
<td>96.7985</td>
<td>27.4768</td>
</tr>
<tr>
<td>C2B</td>
<td>30</td>
<td>1.4993</td>
<td>30.3071</td>
<td>69.6929</td>
<td>91.9563</td>
<td>21.9160</td>
</tr>
<tr>
<td>C2C</td>
<td>16</td>
<td>1.5250</td>
<td>0</td>
<td>0</td>
<td>94.9925</td>
<td>0</td>
</tr>
<tr>
<td>C2D</td>
<td>24</td>
<td>1.4688</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C3A</td>
<td>138</td>
<td>0.4288</td>
<td>92.7006</td>
<td>7.2994</td>
<td>96.6787</td>
<td>13.5861</td>
</tr>
<tr>
<td>C3B</td>
<td>55</td>
<td>0.3685</td>
<td>24.8366</td>
<td>75.1634</td>
<td>83.2707</td>
<td>10.7372</td>
</tr>
<tr>
<td>C3C</td>
<td>12</td>
<td>0.5250</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>C3D</td>
<td>225</td>
<td>0.0547</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*Source: Authors’ elaboration using original procedure written in the SAS Enterprise Guide 4.2 environment.*
The coefficient of homogeneity amounts to 20.4302, the coefficient of heterogeneity of clusters equals to 81.5134 and hence the coefficient of correctness amounts to 0.2417. It is a very good result. Comparing this structure of classification with the result obtained on the basis of the ‘master record’ and presented in Table 3, using the three most popular tests for location (i.e. for the hypothesis that the expected value of the distance between them equals zero), we can observe that they are consistent – Student’s t statistics amounts to 0.283698 (p=0.7819), sign test statistics equals to -2 (p=0.3877) and Wilcoxon signed rank statistics is also negative: -7.5 (p=0.5801). The calculations were conducted by UNIVARIATE SAS procedure using the difference between number of farms from Table 3 and Table 5. More details about this procedure can be found in Base SAS 9.2 Procedures Guide (2010), pp. 332–334. This consistency may be sometimes, however, not especially strong due to a fact that some data used to compute grc and pzr were much more detailed in ‘gold record’ (e.g. the additional categories of cattle for which special coefficients to calculate them per livestock units are used, were here presented).

Now, we present the limits of classes in an econometrically optimum division established using the procedure described in paragraph 4 and all records included in the ‘gold record’. This way, we obtain 11 non–trivial classes, which are uniquely described by the following intervals (see Table 6).
Table 6. Optimum classes for the “gold record”

<table>
<thead>
<tr>
<th>Variable</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
<th>Class 5</th>
<th>Class 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land</td>
<td>2</td>
<td>2.070</td>
<td>2</td>
<td>1</td>
<td>0.590</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>922.660</td>
<td>141.230</td>
<td>11.080</td>
<td>1.990</td>
<td>2.490</td>
<td>1.930</td>
</tr>
<tr>
<td>Crop</td>
<td>50.064</td>
<td>0</td>
<td>0</td>
<td>50.171</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Animal</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>49.936</td>
<td>49.829</td>
<td>0</td>
<td>49.829</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Culture</td>
<td>50.523</td>
<td>35</td>
<td>0</td>
<td>60</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>75</td>
<td>100</td>
</tr>
<tr>
<td>Meadows</td>
<td>10.062</td>
<td>0</td>
<td>0</td>
<td>11.333</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>39.933</td>
<td>38.418</td>
<td>0</td>
<td>38.418</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Class 7</th>
<th>Class 8</th>
<th>Class 9</th>
<th>Class 10</th>
<th>Class 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land</td>
<td>1</td>
<td>0.420</td>
<td>0</td>
<td>0.120</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1.980</td>
<td>0.990</td>
<td>1.380</td>
<td>0.990</td>
<td>0.960</td>
</tr>
<tr>
<td>Crop</td>
<td>0</td>
<td>51.123</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Animal</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>48.877</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Culture</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>100</td>
<td>75</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Meadows</td>
<td>0</td>
<td>10.101</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>34.884</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Source: Authors’ elaboration using original procedure written in the SAS Enterprise Guide 4.2 environment.

These classes are much more consistent with the structure of the analyzed data set than the arbitrarily fixed norms expressed in Table 1. The optimum classes are rather easy to interpret and correspond to the classes presented in Table 1. The only significant difference between both structures is that no class is described by the interval (50, 100] for the variable Animal and the interval (0,50] for Crop. The reason of this phenomenon is similar as in the case of the optimum classes for ‘master record’ but the situation observed here is slightly more difficult. The farms which have conducted no agricultural production are also well presented (classes 1, 3, 5, 6, 9, 10, 11). It is confirmed by the comparative classification done using the new classes – the farms conducting the agricultural production were classified only to the classes 1, 4 or 8, with the average values of Crop and Animal amounting to, respectively, 76.91% and 23.08%, 86.06% and 13.91% and, finally, 89.72% and 10.28%.
6. Conclusions

We have proposed an original method of classification of objects taking various characters of the used criterions into account. They may have less or more strict form, it means that they may be less or more fuzzy. Moreover, the projected groups of objects may be desired to have some arbitrarily fixed properties, resulting from commonly (of which legally) adopted norms. On the other hand, they should be, of course, optimum. Our proposal is a trial to satisfy all these expectations and to show how large is the distance between assumptions established “in advance” and obtained endogenically, only on the basis of the internal properties of used data basis.

Of course, the empirically examined collection of agricultural variables is here relatively small. It is a consequence of small scope of information contained in the “master record” file, which may serve as a classification features. In practice, it is possible to obtain much broader set containing many data that describe the character of a farm using “typical” intervals specific for it (e.g. number of poultry or ostrich units, area of fish ponds, area of mushrooms under cover, etc.). Also, sometimes economists expected to include in the analysis also variables characterizing the economic aspects of the farm activity, such as the standard gross margin (reflecting the value of marketable output), economical size (expressed in European Size Units), commodity output or employment in the farm, fulfillment of some production thresholds established by the EU regulations, etc. The proposed methods theoretically enable one to effectively involve all these postulates to the classification and also assess the internal structure of the data basis being at researcher’s disposal. However, these economical variables were not available in our database and therefore they could not be used here. Our method gives the opportunity to introduce it to the model if it will be necessary in the future. It solves also the most difficult problem of usage of interval or ratio variables to the classification. In comparison with other fuzzy clustering methods this one is much more useful from the practical point of view, where classes are often defined using the reference intervals for particular characteristics. It is also more effective in context of the computational capacity.

The only inconvenience connected with this approach seems to be the necessity to establish some additional preferences during maximization of probability of appurtenance of object to particular classes. Despite using the “maximum” formula of distance of an object from a given class, the formula for probability measure (see equation (4)) does not exclude a possibility of compensation of discrepancy in respect to some criterion by a similarity connected with other criterion. The strong practical requirements enforce application of such correction.

However, in general, the proposed method can be assessed as useful in realization of important methodological tasks, such as preparatory works for the national censuses. This task may be realized in practice in any exercise of such type in the following way. Using the typology constructed by means of the
proposed method, the basic area and profile groups are determined. On the basis of this division a survey methodology can be established. That is, it could be decided which groups of farms should be investigated by exhaustive survey and which by a sample survey (and in this case it can contribute to find an effective sample size). This enables one to rationalize the costs of statistical undertakings and optimize the quality of their results. The more diversified the used data set is, the more effective the final effects of its application should be. The obtained classification can be further developed by selecting in each class some subclasses by adding more nominal criteria, what is much easier than in data collection analyzed above and each user should be rather able to do it.

It could be also a good basis for a wider discussion on principles and efficiency of such classification method as well as on methods of its possible improvement. Of course, a critical view of our results is fully justifiable. The critics of it may recall in this context the argument that the economical quantities such as structure of agricultural output could be here better variables and the final results obtained using them may be different than the current product (e.g. taking into account that according to the Statistical Yearbook of Agriculture 2009 (GUS (2009)), the nationwide ratio of crop output to animal output is about 56:44 for gross output and 45:55 for market output, whereas in our case the respective relation between these two main types of farms was much more clear. One should remember, however, about two main features of our approach. Firstly, we were not able to use the strictly economical variables because they were not available in administrative sources used for the census. Secondly, due to the above reason we had to analyze the physical structure of production which could be significantly different from their economical, monetary value. Of course, if we had more information on the economical aspects at our disposal, the quality of the classification would be better.
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Methods of data quality assessment of population censuses were discussed at the Committee of Demographic Research of the Polish Academy of Sciences during last three years (Dygaszewicz, 2008; Kordos, 2008, 2010; Nowak, 2008), and presented in several Polish statistical publications (Gołata, 2008, 2009; Kordos, 2007; Paradysz, 2008, 2010). It is mainly connected with preparation for the 2011 Census of Population and Housing in Poland, and increasing concern in quality of statistical data.

Preparation for the US 2010 Census of Population started directly after the 2000 Census (National Research Council, 2000). Among other problems to be solved, the coverage measurement in the 2010 Census has been considered as the most important. The National Research Council appointed a Panel on Coverage Evaluation and Correlation Bias. Findings of the National Research Council's Panel are published in the book “*Coverage Measurement in the 2010 Census*” with Robert. Bell and Michael L. Cohen, as Editors.

This book consists of five chapters, three appendixes, and nearly 100 references and bibliography, including 13 recommendations for the Census Bureau, which is in charge for US Censuses of Population. This book, which details the findings of the National Research Council's Panel on Coverage Evaluation and Correlation Bias, strongly supports the Census Bureau's change of goal. However, the panel finds that the current plans for data collection, data analysis, and data products are still too oriented towards measurement of net coverage error to fully exploit this new focus. Although the Census Bureau has taken several important steps to revise data collection and analysis procedures and data products, this book recommends further steps to enhance the value of coverage measurement for the improvement of future census processes.

Chapter 1

*Introduction*. This introductory chapter stressed that since the 1950 census there has been efforts by the Census Bureau to estimate the size of error in census
counts for areas and demographic groups and to use the information to improve census processes. The programs to measure census coverage error are referred to as coverage measurement programs. In recent years, coverage measurement programs included a third objective—correcting the census for enumeration error, referred to as census adjustment. The techniques used in coverage measurement programs to understand the extent of enumeration errors are sample surveys, dual-systems estimation (DSE), and demographic analysis.

This introductory chapter is followed by four chapters and three appendices:

**Chapter 2**

*Fundamentals of Coverage Measurement.* Coverage measurement is a collection of techniques that measure the differences between census enumerations and the corresponding true counts for groups or areas. Coverage measurement is the quantitative aspect of coverage evaluation, which also encompasses more qualitative techniques, such as ethnographic observation. The differences between census counts and the corresponding true counts at the level of the individual (or the household) are referred to collectively as census coverage errors, and in this chapter are categorized as types of census coverage error and indicate methods that can be used for their summarization. They then detail the three primary (potential) uses of census coverage measurement that rely on summarizations. Finally, they provide a brief overview of the methods that are currently used in the U.S. census for coverage measurement. This chapter also presents short histories of the U.S. census coverage measurement programs from 1950 to 1990, including a description of accuracy and coverage evaluation program, the coverage measurement program for the 2000 census.

**Chapter 3**

*Plans for the 2010 Census.* This chapter examines how the 2010 census differs from the 2000 census with respect to the impact on the coverage measurement program for 2010. It looks in some depth at the treatment of duplicates in the 2010 census and the 2010 coverage measurement program, including the possibility of contamination of the 2010 coverage measurement data collection through the application of the coverage follow-up interview. The chapter also discusses how the use of administrative records could potentially assist in both coverage improvement and coverage measurement for the 2010 census.

**Chapter 4**

*Technical Issues.* Here, a number of technical topics introduced by various changes made in coverage measurement for 2010 is discussed, including: (i) the sample design for the census coverage measurement post enumeration survey in 2010; (ii) the use of logistic regression modeling as a substitute for post stratification in modeling net coverage error; (iii) how one compares competing models in this situation; and (iv) the treatment of missing data in net coverage
error modeling, including the Census Bureau’s current plans for addressing missing data prior to fitting the logistic regression models in 2010. In relation to the issue of missing data, the chapter includes a description of an attempt by the Census Bureau to greatly reduce the number of cases that are considered to have insufficient information to support matching. The chapter concludes with a discussion of how to improve demographic analysis for use in census coverage measurement in 2010.

Chapter 5

Analytic Use of Coverage Measurement Data. First, the Census Bureau’s framework for defining and estimating components of census coverage error is briefly outlined. Then, potential variables for use in statistical models to assess correlates of components of census coverage error are considered. The chapter ends with a consideration of the purpose of the key output from the census coverage measurement program in 2010—the analytic capability to develop statistical models linking census coverage errors of various types to individual and household characteristics and census process variables.

There are three appendixes:

Appendix A

A Framework for Components of Census Coverage Error.

A major goal and challenge for coverage measurement in 2010 is to design a survey that measures the components of coverage error, namely erroneous enumerations and omissions. The Census Bureau’s previous coverage measurement surveys were designed primarily to estimate net census error using Dual System Estimation (DSE). To improve the accuracy of estimates of net error, the Census Bureau’s DSE has relied on balancing some of the components of error, meaning some census omissions offset some erroneous inclusions in a manner that preserved the net error. As a result, the process produced inflated estimates of omissions and erroneous inclusions. This appendix summarizes Mulry and Kostanich (2006) paper, which provides a framework for overcoming these inflated estimates of component errors. It also explicitly defines the individual components of error and how these components relate to traditional net error concepts.

Appendix B

Logistic Regression for Modeling Match and Correct Enumeration Rates.

This is very technical appendix which provides details on the use of logistic regression models as a substitute for post stratification. More information is available in: (Malec, D., and Maples, 2005; Mulry et al., 2005; Schindler, 2006). This research suggests that inclusion of small-area effects could substantially improve coverage estimates. Several questions remain: how best to treat the complex sample design, how many random effects can be included and at what level of aggregation, the best way to estimate the model parameters, and how the
model fit should be assessed. The panel is impressed with this high-caliber research that addresses an important issue in coverage modeling; further work in this area would be very valuable.

Appendix C

Biographical Sketches of Panel Members and Staff, provides biographical sketches of panel members and staff.

The panel offers 13 recommendations concerning coverage measurement plans for 2010.

To achieve this new goal, instead of only measuring net census error, the Census Bureau also plans to measure the four components of census coverage error: (1) census omissions, (2) census duplications, (3) erroneous census enumerations, and (4) census enumerations in the wrong location. The panel supports these plans, since different types of coverage errors are caused by different interactions between census processes and housing units and their occupants. The estimation of these four components of coverage error can be supported by the general structure of the data collection and matching that is carried out in support of dual-systems estimation, though modified and expanded to support this different purpose. The panel finds, however, that the Bureau’s plans could be more fully developed for this purpose. Additionally, the panel recommends to allocate sufficient sources for research program on decennial census improvement in future.

Recommendation 1

The Census Bureau should more completely shift its focus in coverage measurement from that of collecting data and developing statistical models with the goal of estimating net coverage error to that of collecting data and developing statistical models that support the improvement of census processes.

Recommendation 2

The Census Bureau should allocate sufficient resources, including funding and staff, to assemble and support an ongoing intercensal research program on decennial census improvement. Such a group should focus on using the data from the census and the census coverage measurement programs to identify deficient census processes and to propose better alternatives. The work of this group should be used to help design the census tests early in the next decade.

Recommendation 3

The Census Bureau should retain comprehensive data on the functioning of the coverage follow-up interviews for a substantial sample of cases, especially for those cases in the CCM block clusters, to support detailed follow-up analysis of the functioning of the follow-up interviews and to help suggest modifications and alternatives for use in 2020.
Recommendation 4
The Census Bureau should organize census and coverage follow-up data collection so that data collection for the census coverage measurement (CCM) program is initiated as soon as possible after the completion of the census. In particular, the post enumeration survey in a particular area should start as soon as possible after the completion of the great majority of the census data collection—hopefully before late July. The Census Bureau should also consider census designs for 2010 in which there is some modest overlap between coverage follow-up and CCM data collections.

Recommendation 5
The Census Bureau should use the various testing opportunities in both the 2010 census and in the early part of the 2010–2020 intercensal period to assess how administrative records can be used in the 2020 census.

Recommendation 6
The Census Bureau should compare its sample design for the 2010 census coverage measurement post enumeration survey with alternative designs that give greater sampling probability to housing units that are anticipated to be hard to enumerate. If an alternative design proves preferable for the joint goals of estimating component coverage error and net coverage error estimation, such a design should be used in place of the current sample design.

Recommendation 7
The Census Bureau should develop missing data techniques, in collaboration with external experts if needed, which preserve associations between imputed and observed variables, condition on variables that are predictive of the missing values, and incorporate imputation uncertainty into estimates of standard errors. These ideas should be utilized in modeling the census coverage measurement data collected in the 2010 census.

Recommendation 8
The Census Bureau should give priority to research on improving demographic analysis in the four areas: (1) improving the measurement of undocumented and documented immigrants, (2) development of sub-national geographic estimates, (3) assessment of the uncertainty of estimates from demographic analysis, and (4) refining methods for combining estimates from demographic analysis and post enumeration survey data.

Recommendation 9
The Census Bureau should further develop and refine its framework for defining the four basic types of census coverage error and measuring their frequency of occurrence. The Census Bureau should also develop plans for
operationalizing the measurement of these components using data from the census and the census coverage measurement program.

**Recommendation 10**
In developing the logistic regression models or other types of discriminant-analysis models of match status, correct enumeration status, and components of census coverage error, the Census Bureau should consider:
- Use of several approaches before focusing on a specific model; besides logistic regression, alternatives should include use of other link functions, discriminant analysis, and various data mining approaches, such as classification trees, support vector machines, and neural nets.
- Thorough examination of the subset of predictors that is best suited to each individual statistical model; the predictors for these various statistical models need not be identical; however, there may be a benefit to constraining the (logistic regression) models of match rate and correct enumeration rate to have identical variables in the estimation of net coverage error, and research should be carried out to assess whether this benefit outweighs the benefit of selecting variables that are optimal for each of these two logistic regression models.
- To effectively blend information from auxiliary sources at various levels of geographic and demographic aggregation, random effects modeling and Bayes’ methods also should be examined.

**Recommendation 11**
The primary output of the Census Bureau’s coverage measurement program in 2010 should be an analytic database that is used to support the development of statistical models to inform census process improvement. The production of summary tabulations should be of lesser priority.

**Recommendation 12**
The Census Bureau should develop regression models that elucidate the various types of census coverage error, using specified dependent and predictor variables. To the extent that the database supporting these models can be made available to external researchers, it is extremely important that the Census Bureau pursue all viable avenues to involve outside researchers in the development of such models.

**Recommendation 13**
For a sample of households, the Census Bureau should retain data that provide a comprehensive picture of the census processes used to enumerate it, and the individuals residing in it, to facilitate subsequent evaluation. To allow linking assessment of census coverage error with a history of the census processes, this sample should substantially overlap with the CCM sample.
Improvement the quality of subsequent censuses

Although it is important to assess census coverage, it would also be extremely helpful to use that assessment to improve the quality of subsequent censuses. Consequently, an important use of coverage measurement is to help to identify important sources of census coverage errors and possibly to suggest alternative processes to reduce the frequency of those errors in the future. Although drawing a link between census coverage errors and deficient census processes is a challenging task, the Census Bureau thinks that substantial progress can be made in this direction. Therefore, the 2010 coverage measurement program has the goal of identifying the sources of frequent coverage error in the census counts. This information can then be used to allocate resources toward developing alternative census designs and processes that will provide counts with higher quality in 2020. It is conceivable that use of such a feedback loop could also provide substantial savings in census costs, in addition to improvement in census quality because the trade-off between the effect on accuracy and on census process costs might now be better understood. The panel fully supports this modification of the objectives of coverage measurement in 2010.

For our readers we would like also to recommend a new published monograph by UN Statistics Division (2010) on Post Enumeration Survey, which is strictly connected with the reviewed book.

Prepared by Jan Kordos, Warsaw School of Economics,
E-mail: jan1kor2@aster.pl
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The XXIX Conference on Multivariate Statistical Analysis, MSA 2010, 8–10 November 2010 Łódź, Poland

The 29th Conference on Multivariate Statistical Analysis took place on November 8th-10th 2010 in Łódź, Poland. The organization of the conference was entrusted to Professor Czesław Domaniński, the Chair of Department of Statistical Methods in University of Łódź and the President of Polish Statistical Association. This year MSA Conference was dedicated to Professor Zdzisław Hellwig.

The conference presented the latest theoretical and empirical achievements in the field of the multivariate statistical analysis and its applications. This was a continuation of the issues undertaken on the past years conferences. The scientific programme of MSA 2010 covered a wide range of various statistical problems, such as multivariate distributions, statistical tests, non-parametric inference, discrimination analysis, Monte Carlo analysis, Bayesian inference, application of statistical methods for finance, insurance, capital markets and risk management.

This year MSA Conference began with the meeting of the Main Council of the Polish Statistical Association.

Altogether there were 70 participants from various academic and research centers in Poland and abroad. Concerning the papers, 41 papers were presented in 11 sessions.

The conference was opened by the Chairman of the Organizing Committee, Professor Czesław Domaniński. On the opening speech also spoke the Vice-rector in Charge of Research of the University of Łódź, Prof. Antoni Różalski and the Pro–Dean for Research of the Faculty of Economics and Sociology of the University of Łódź, Prof. Jolanta Grotowska-Leder.

For the first plenary session (The Chair of this session was Prof. Eugeniusz Gatnar) 4 papers were delivered:

Prof. Czesław Domaniński (University of Łódź) reported the paper titled “Statistical tests based on empty cells”.

Prof. Grażyna Trzpiot (University of Katowice) delivered a lecture titled “Some properties of the robust trend tests”.

Prof. Joanna Kisielińska (Warsaw University of Life Sciences) presented the paper about “Bypassing the condition of normality in parametric tests”.
Prof. Grzegorz Kończak (University of Katowice) reported the paper titled “On testing the significance of the coefficients in the multiple linear regression model”.

The second plenary session (chair: Prof. Miroslaw Szreder) was devoted to famous Polish statisticians, including Kazimierz Władysław Kumaniecki, Marek Fisz, Zbigniew Pawłowski, Jerzy Greń and Wiktor Oktaba.

Prof. Czesław Domański (University of Łódź) delivered a lecture about “Kazimierz Władysław Kumaniecki – statistician, a founder of Polish Statistical Association”. In March 1912 K.W. Kumaniecki submitted the documents to the Imperial and Royal Governance in Lviv, together with a statue, probably written by himself, asking for a permission to launch Polish Statistical Association with headquarters in Cracow. When had obtained the permission, after the election of the first Association’s Authorities, he was nominated to its Secretary. The Association’s main premises were located in Cracow’s Municipal Statistical Office headed by K.W. Kumaniecki.

Prof. Mirosław Krzyśko (Adam Mickiewicz University in Poznań) reported a paper titled “Professor Marek Fisz (1910–1963). On the hundredth anniversary of his birth”.

Marek Fisz was born on January 15, 1910 in Szydłowiec. He studied mathematics at the University of Warsaw from 1934 to 1939, and in June 1939 he received the Master degree. On June 23, 1951 the degree of Doctor of Science was conferred on him by the University of Wrocław. From 1954 he was the Head of the Chair of Mathematical Statistics at the University of Warsaw and from 1958 he was the Chief of the Division of Mathematical Statistics in the Mathematical Institute of the Polish Academy of Sciences. In 1960 he moved to the United States. In the United States he held different scientific positions, respectively at the University of Washington (Seattle), Stanford University (Stanford), Columbia University and New York University (New York).

Prof. Janusz Wywiał (University of Katowice) presented a lecture about the following topic: “On selected scientific works of Zbigniew Pawłowski on the occasion of the 80th anniversary of the birthday”. Professor Zbigniew Maria Pawłowski lived in the years 1930-1981. His scientific career began in the Central School of Planning and Statistics in Warsaw (now known as The Warsaw School of Economics), where he had studied and then began working as a deputy assistant in the Department of Statistics. There he obtained the PhD degree in 1957, and in 1962 - a postdoctoral degree. Since 1962 he continued his career in the Higher School of Economics (later renamed The University of Economics) in Katowice, where he took the position of the Head of the Department of Statistics. In 1957 he received the title of an associate professor and respectively in 1972 – of professor ordinarius. The opinion that prevails in the environment of Polish econometricians, mathematicians and statisticians is that Professor Zbigniew Pawłowski was one of the pioneers of econometrics in Poland.

Prof. Jan Kordos (Warsaw School of Economics) reported the paper “In memory of Professor Jerzy Greń (1936–1985)”. This year it is 25th anniversary
of Professor Jerzy Greń’s death, who was one of the most famous Polish statisticians and a researcher of the Institute of Econometrics, Warsaw School of Economics. Professor Jerzy Greń was born on 14 March 1936 in Cięcin, in working-class family. University Diploma of the Warsaw School of Economics-received with honors in 1958. The academic title of Professor was given to Jerzy Greń by the President of Poland in 1979. In the years 1962-1981 he worked at the Commission Mathematical of the Central Statistical Office of Poland.

In years 1981–1984 he worked in Ethiopia as an international expert in econometrics, preparing the Integrated System of Food and Agricultural Statistics in Ethiopia. He trained in econometrics Ethiopian statisticians, prepared project documentation, and published:


He died early, at the age of 49, but left a significant legacy of scientific books, scientific articles, different analysis and opinions.

Prof. Bronisław Ceranka (University of Life Sciences in Poznań) delivered a lecture about “Wiktor Oktaba”. Wiktor Oktaba (born on April 16, 1920 in Kiev, died on September 6, 2009 in Lublin) was a Polish mathematician and statistician. One of the champions of biometry science in Poland. Oktaba studied mathematics at the University of Warsaw and Maria Curie-Skłodowska University of Lublin. Oktaba was professor and the Chair of Department of Mathematical Statistics and Institute of Application of Mathematics Academy of Agricultural of Lublin.

Dr. Milda Maria Burzala (Adam Mickiewicz University in Poznań) reported the paper titled “In memory of Professor Bogusław Guzik”. Professor Bogusław Guzik unexpectedly passed away on 6th of July 2009, at the age of 63, when he was in his prime. Since the beginning of his studies, he was connected with University of Economics in Poznań. In 1969 he achieved Master of Science degree there. In 1975, he obtained the degree of Doctor of Economic Science, and in 1980 - the postdoctoral degree. The title of professor was given to him in 1991. He was the author of about 300 scientific publications in the area of econometrics, forecasting, multidimensional comparative analysis and also analysis of economic efficiency.

Titles of the papers of the next sessions of the MSA Conference, with the authors’ names are presented respectively below:
9 November 2010

Session III A:
The Chair: Prof. Janusz Wywial
- Methodology and example of Discriminant Analysis to separate a study population by treatment subgroups in a Phase 2 clinical trial (Lev Sverdlov, Merck Research Labs, USA)
- Theory of multiple sequences and series. A review of the elements, which might be useful in works on discrete distribution (Janusz Kupczun, Łódź)
- Some remarks on bootstrap, confidence interval and calibration in social surveys (Jan Kordos, Warszawa)
- Assessment of entropy based methods for choosing uniformly distributed variables noisy in the context of cluster analysis (Jerzy Korzeniewski, Łódź)

Session III B:
The Chair: Prof. Walenty Ostasiewicz
- The integration of data in statistics of Entrepreneurship (Grażyna Dehnel, Elżbieta Golata, Poznań)
- Test of independence among random vectors based on copula functions (Joanna Tomanek, Katowice)
- Territorial differentiation in dynamics of enterprises’ population in Poland – cluster analysis (Aneta Ptak-Chmielewska, Warszawa)
- Attempt to use administrative registers in the study of commuting (Hanna Gruchociak, Poznań)

Session IV A:
The Chair: Prof. Grażyna Trzpiot
- On generation of correlated pseudo-random binary numbers (Wojciech Gamrot, Katowice)
- On pseudo-EBLUP under some model for longitudinal data with auxiliary variables (Tomasz Żądło, Katowice)
- Sampling with SAS for practical use (Dorota Bartosińska, Warszawa)
- On the Data Imputation using R (Małgorzata Misztal, Łódź)

Session IV B:
The Chair: Prof. Wojciech Zieliński
- Subjective methods of extraction and data visualization in factor analysis (Piotr Tarka, Poznań)
- Applicability of the multi group confirmatory factor analysis to constructing sentiment measures (Piotr Białowolski, Warszawa)
• Principal component analysis method for symbolic interval data (Andrzej Dudek, Wrocław)
• About adaptation of unfolding analysis for symbolic data (Artur Zaborski, Marcin Pelka, Wrocław)

Session V A:
The Chair: Prof. Miroslaw Krzyśko
• Comparison of stability of classical taxonomy bagging method with bagging based on co-occurrence data (Dorota Rozmus, Katowice)
• Dynamic Grouping on the basis of self-learning network GNG (Kamila Migdal Najman, Krzysztof Najman, Gdańsk)
• Evaluation of post-secondary school students' preferences, using the analysis of hidden classes (Marcin Pelka, Aneta Rybicka, Wrocław)

Session V B:
The Chair: Prof. Marek Walesiak
• Hierarchical log-linear models for contingency tables (Justyna Brzezińska, Katowice)
• Feature selection in high dimensional regression problem (Mariusz Kubus, Opole)
• Using permutation test in multiple correlation investigation (Jacek Stelmach, Katowice)

10 November 2010:

Session VI A:
The Chair: Prof. Jan Kordos
• Special cases of some general formula for price indices (Jacek Białek, Łódź)
• Review of selected applications of domes in finance and insurance (Krzysztof Janas, Agnieszka Świerczyńska, Łódź)
• Statistical properties of a control design Supreme Chamber of Control (Wojciech Zieliński, Warszawa)
• Multiple decision procedures (Dariusz Parys, Łódź)

Session VI B:
The Chair: Prof. Bronisław Ceranka
• Bayesian exponential survival model in the analysis of unemployment duration determinants (Wioletta Grzenda, Warszawa)
• Convergence of food share expenditures as a problem in welfare analysis (Hanna Dudek, Warszawa)
• Modified soft model of sustainable development (Dorota Perło, Białystok)
Plenary Session VII
The Chair: Prof. Zofia Rusnak

- On some construction of regular $A$-optimal spring balance weighing design (Małgorzata Graczyk, Poznań)
- Notes on the optimum chemical balance weighing design (Bronisław Ceranka, Małgorzata Graczyk, Poznań)
- Selected Variance Estimation Methods and their Application in the Case of Income Concentration Measures (Alina Jędrzejczak, Łódź)

The next Conference on Multivariate Statistical Analysis has been planned on November 7th-9th, 2011 and will take place in Łódź. The Chairman of the Organizing Committee, Professor Czesław Domański informs it will be the 30th anniversary edition of the Conference and kindly invites all interested Scientists, Researchers and Students to take part in it. If interested, please send an application to the Scientific Secretary of the MSA 2011 Conference at the following address:

Aleksandra Fijałkowska
30th Conference MSA, Łódź 2011
Department of Statistical Methods, University of Łódź
90-214 Łódź, Rewolucji 1905 r. nr 41, Poland
Contact number: (+48) 42 635 51 78, Fax number: (+48) 42 635 53 07
E-mail address: msa@uni.lodz.pl, Web: www.msa.uni.lodz.pl

Prepared by:
Monika Zielińska-Sitkiewicz,
Anna Witaszczyk